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Abstract. An assurance case provides an argument that certain claims
(usually concerning safety or other critical properties) are justified, based
on given evidence concerning the context, design, and implementation of
a system. An assurance case serves two purposes: reasoning and com-
munication. For the first, the argument in the case should approach
the standards of mathematical proof (though it may be grounded on
premises—i.e., evidence—that are equivocal); for the second it must as-
sist human stakeholders to grasp the essence of the case, to explore its
details, and to challenge it. Because of the scale and complexity of as-
surance cases, both purposes benefit from mechanized assistance. We
propose simple ways in which an assurance case, formalized in a mech-
anized verification system to support the first purpose, can be adapted
to serve the second.

1 Introduction

An assurance case provides an argument that certain claims about a system
(usually concerning safety or other critical properties) are justified, based on
evidence concerning its context, design, and implementation [1, 2].

The assurance case for a real system is a massive artifact: typically thousands
of pages of documentation, diagrams, analyses, and tests. It is surely difficult to
evaluate the argument that binds such a large amount of evidence together and
connects it to the claims. Greenwell and colleagues examined three industrial
safety cases and discovered logical fallacies in all of them [3]. Furthermore, each
case was examined by two reviewers and there were considerable differences in
the flaws detected by each reviewer.

Thus, it seems that human review is not particularly reliable for assurance
case arguments and that mechanized support could add precision to their con-
struction and analysis. Modern formal verification systems (such as Acl2, Agda,
Coq, Isabelle, or PVS) provide notations adequate to the formalization and spec-
ification of complex systems and the automation (based on theorem proving and
model checking) to analyze them (see, e.g., [4–6]). As we will explain, verification
is a narrower problem than system assurance, but it seems plausible that the
application of formal verification systems might be extended from verification
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to the analysis of assurance case arguments, and there are proposals for doing
this [7–9].

These proposals presuppose that the argument of an assurance case should
be deductively sound, but there are differing views on this. Some believe such
arguments are quintessentially inductive: they provide strong evidence that the
conclusion is highly probable, not proof that it is certain [10]. My view is that
we may have doubts about some of the premises (i.e., evidence) used in the
argument, but that the reasoning, given these premises, should be logically or
deductively sound. I call this the reasoning aspect of the assurance case and argue
that formal verification methods can eliminate logic doubt concerning this aspect
of the argument, allowing attention to be focused on epistemic doubt about the
accuracy and completeness of our knowledge of the system, as represented in the
premises to the argument [11].

But, whereas logic doubt can be eliminated by mechanized verification, epis-
temic doubt requires human review. There is much evidence that human in-
dividuals and groups are prone to confirmation bias, so reviews should actively
challenge and explore the assumptions and claimed knowledge underlying a case.
Prior to, and in addition to, review, a case also serves as a vehicle for communica-
tion and shared understanding among its stakeholders and these purposes, too,
are likely to be best served by active exploration and “what-if” inquiry, rather
than passive appraisal. Thus, the reasoning aspect of a case is complemented by
a communication aspect that focuses on exploration of its epistemic foundation.

In support of its communication aspect, the epistemic foundation of an as-
surance case will be explored, modified, and revised—possibly many times—and
its reasoning aspect will be adjusted correspondingly. Thus, seen in the large, the
reasoning in an assurance case, although it can be supported locally by the tools
of formal verification, is not a proof, but an argument : the distinction being that
an argument is defeasible—i.e., it is subject to revision in the light of objections
or new information, or for the purposes of exploration. Just as the reasoning
or deductive aspect of an assurance case can benefit from mechanized support,
so can its communication or defeasible aspect—and, of course, the mechanized
support for each aspect must somehow coexist with the other.

In the following section, I review some topics in applying mechanized support
to the reasoning and the communication aspects of an assurance case, respec-
tively. Then, in Section 3, I propose a simple way in which a formalized assurance
case, whose mechanization is primarily intended to support reasoning, can be
augmented to allow defeasibility and used to support the communication aspect
also. The proposal is illustrated with a simple example. Section 4 provides brief
conclusions and suggestions for further research.

2 Mechanized Support for Assurance Cases

Assurance cases are large and complex artifacts and so it is necessary to have
automated support for managing the overall structure of a case, and for providing
representations in graphical notations such as GSN [12] to aid comprehension.
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Several such tools exist [13,14], and there are emerging standards to assist their
interoperation [15,16].

However, my focus here is on mechanized support for the logical aspects
of an assurance case. In the next subsection, I review some topics in applying
mechanized support to the reasoning or deductive aspect of an assurance case,
and in the subsection that follows I review topics in providing support for the
communication or defeasible aspect of a case.

2.1 Mechanized Support for Reasoning in Assurance Cases

Modern formal methods tools such as verification systems, model checkers, and
SMT solvers have sufficient expressiveness and automation to undertake the
task of providing mechanized support to the reasoning or deductive aspect of
an assurance case. But just as its deductive aspect is not the whole purpose of
an assurance case, so classical formal verification is not quite the same as the
deductive part of an assurance case, so some care is needed in the way in which
an assurance case is represented as a formal verification.

A formal verification differs from the deductive aspect of an assurance case
in that verification takes the specification (i.e., premises) as given and verifies
correctness of the conclusions that are derived from it, whereas an assurance
case must also justify (often by citing the evidence of the case) the premises and
rules of inference that it uses, and it must also justify that the verified conclusion
bears an interpretation that is relevant to the claim of the case. For example, in
applying formal verification to an assurance case we might use a proof rule that
says “a system is safe if it is shown to be safe for each of its hazards”; in applying
this rule we would show safety for each hazard that has been explicitly identified
and would have a premise that says these are all the hazards. Justification
of this premise would be a major part of the safety case, yet is outside the
formal verification. In [7], I proposed a way in which an assurance case can be
represented in a formal verification system so that these aspects are at least
recorded. In essence, I conjoin to each premise a predicate that is set true only
when a reviewer accepts its supporting evidence, which can be attached to the
predicate as a comment. A formal verification system such as PVS requires small
enhancements to fully support this proposal (basically, support for referencing
documents as comments), but recent tool-integration frameworks such as the
Evidential Tool Bus (ETB) [17] allow nonformal justifications to be attached to
claims as a basic capability.

The premises to an assurance case represented within a formal verification
system record our knowledge about the system or, to use a fancier term, its
epistemology. The soundness of the deductive aspect of an assurance case rests
on two pillars: how complete and accurate is our knowledge about the system,
and how accurate is our reasoning about the case, given our knowledge. Concern
about the second of these (logic doubt) is largely eliminated by the soundness
guarantee of formal verification, so concern should mainly focus on the first item
(epistemic doubt), especially its completeness.
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As suggested above, justification for many of the premises in a formalized
assurance case will be references to the evidence of the case. In developing a
formalized assurance case we can choose how abstractly to represent the system
and, in consequence, the granularity of the evidence that is explicitly represented.
Since evidence is opaque to the formal analysis, there is much to be said for
refining the level of abstraction and breaking large items of evidence into more
tightly focused pieces connected by explicit reasoning. In essence, this means we
should represent our knowledge in logic. Software is logic, so there is, in principle,
no obstacle to representing its epistemology (requirements, specification, code,
semantics) in logic: that is why formal verification is feasible—and increasingly
practical and cost-effective—for software.

The world with which the software interacts—the world of devices, ma-
chines, people and institutions—has not traditionally been represented in logic,
but indirectly it is becoming so, for it is increasingly common that system
developers build models of the world using simulation environments such as
Simulink/Stateflow. These models represent their epistemology, which they re-
fine and validate by conducting simulation experiments.

It is feasible to import models from simulation environments such as State-
flow/Simulink into verification environments (see, e.g., [18]). However, simula-
tion models are not the best representation of the epistemology for an assur-
ance case. Simulation models are designed for that purpose and simultaneously
say too much and too little for the purposes of assurance and minimization of
epistemic doubt. For example, the Simulink model for a car braking system will
provide equations that allow calculation of the exact rate of deceleration in given
circumstances (which is more information than we need), but will not provide
(other than indirectly) the maximum stopping distance—which is an example of
a property that may be needed in an assurance case. The crucial point is that
it should be easier to resolve epistemic doubts about a simple constraint, such
as maximum stopping distance, than the detailed equations that underlie a full
simulation model.

A proposal, developed in [11], is that for the purpose of recording the epis-
temology of a safety case, models should be expressed as systems of constraints
rather than as simulation models. Until fairly recently, it would have been diffi-
cult to validate systems of constraints: unlike simulation models, it was not feasi-
ble to run experimental calculations to check the predictions of the model against
intuition and reality. But now we have technology such as “infinite bounded
model checkers,” based on highly effective constraint solvers for “satisfiabil-
ity modulo theories” (SMT) that allow effective exploration of constraint-based
models [19].

2.2 Mechanized Support for Communication in Assurance Cases

As noted earlier, a formal verification is not the same as an assurance case and,
even with the adjustments proposed above, there are purposes served by an
assurance case that are not supported by its embedding in a formal verification
system, as currently envisaged.
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In particular, an assurance case is not purely about deductive reasoning: it is
also about communication and, ultimately, persuasion. That is, an assurance case
is constructed by humans and embodies their understanding and beliefs about
the system and these need to be communicated to other stakeholders, including
regulators and certifiers. Effective communication is unlikely to be one-way; it is
more likely to be a dialog and the process of developing a common understanding
may lead to revisions in the assurance case. The revisions may adjust some of
the premises at the bottom of the argument, and they may adjust some of the
reasoning expressed in its rules or axioms.1

In addition to revisions that represent adjustments to the argument, review-
ers of the case may wish to temporarily change elements of the argument (i.e.,
conduct “what if” experiments) to assist their comprehension of the case. These
permanent and temporary revisions to an assurance case suggest that its argu-
ment should be viewed as provisional, or contingent, and should therefore be
developed in a framework that supports such “defeasible” reasoning.

Defeasible reasoning is well-studied in philosophy and in AI (where it is
generally referred to as nonmonotonic reasoning), and there are rich bodies of
work on belief revision, commonsense reasoning, truth maintenance, and so on.
Closely related are the fields of reasoning under uncertainty, where we find fuzzy
logic, Dempster-Shafer belief functions and so on, and probabilistic methods,
where we find probabilistic and Markov logics, Bayesian Belief Networks (BBNs)
and so on.2 The field of Argumentation frames similar issues in a (generally) more
abstract setting [21] where different agents may employ different sets of premises
so that a premise of one may “defeat” that of another, and entire arguments may
“attack” one another.

Most of these methods for defeasible reasoning, and the tools that support
them, are framed as augmentations to propositional logic, whereas we earlier
made the case that mechanized support for deductive reasoning in assurance
cases should build on the much more powerful logics and theories of modern
verification systems, model checkers, and SMT solvers.

One could imagine a two-pronged approach to mechanized support for devel-
opment and evaluation of assurance cases: a powerful deductive system for an-
alyzing the reasoning in detail, and a defeasible or argumentation-based system
to support exploration and experiment on the overall argument at an abstract
level for the purposes of understanding and communication. Such an approach
could be viable, and it might even be possible to automate abstraction from the
deductive to the defeasible levels of detail (though the reverse might be more
difficult), but I believe there could be benefits in augmenting the representation

1 There are persuasive claims that human consciousness evolved to enable communica-
tion and cooperative behavior, and that reasoning evolved to evaluate the epistemic
claims of others [20]. Thus, argument is a fundamental human capability, construc-
tive reasoning is an epiphenomenon, and confirmation bias is intrinsic.

2 I prefer not to cite specific works from the vast repertoire of articles and books on
these topics; an Internet search will provide many good references.
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and tools proposed for deductive analysis of assurance cases so that they can
also support the defeasible level. This is the topic of the following section.

3 Supporting Defeasible Reasoning in Mechanized
Verification

In defeasible reasoning, we may draw a conclusion based on a state of knowledge
that is subsequently revised, invalidating the previous conclusion. A standard
example is

(1) Tweety is a bird,
(2) Birds can fly,
(3) Therefore Tweety can fly.

Subsequently, we learn that Tweety is a penguin and penguins cannot fly.
This new information contradicts our prior knowledge and there are many

proposals how to adjust our logic and our reasoning to accommodate such re-
visions. Often, we will have both a general rule “birds can fly” and a revision
“penguins cannot fly” that each apply to Tweety, who is both a bird and a pen-
guin, and we need some method (such as “circumscription” [22]) for resolving
the apparent inconsistency and preferring one conclusion over another. In other
cases, a revision may flatly deny some prior rule (e.g., Tweety is not a bird but a
bat) and defeasible reasoning provides ways to handle these inconsistencies, too.

While this kind of sophistication is valuable when representing commonsense
reasoning, or when resolving arguments where different parties advance different
premises, I do not believe it is necessary or desirable in the evaluation of assur-
ance cases. In evaluating an assurance case about Tweety, we would wish to be
alerted to the potential inconsistency in our epistemology concerning his ability
to fly, but would surely then seek to reach consensus on the point and then
reason classically from there. That is to say, rather than rely on logics for de-
fault or defeasible reasoning to cope with inconsistencies resulting from different
opinions or conflicting evidence, we would revise our assurance case to resolve
or eliminate the inconsistencies so that classical deductive reasoning provides a
single conclusion (this is similar to Pollock’s notion of a “warrant” [23]).

I propose that one simple way to allow exploration and challenge while still
using classical reasoning is to introduce explicit “defeater” predicates into the
premises of an assurance case.3 Then, our premises concerning Tweety become

(1) Absent a defeater about Tweety, Tweety is a bird, and
(2) Absent a defeater about flying, birds can fly.

More formally, any premise p becomes ¬dp ⊃ p where dp denotes the defeater
for p (and ¬ and ⊃ are logical negation and implication, respectively). Initially,
all defeaters are absent (i.e., false) and we conclude that Tweety can fly. A
reviewer who has doubts about the universality of the premise “birds can fly”

3 Some treatments of defeasible reasoning distinguish “undercutting,” “undermining,”
and “rebutting” defeaters, but the distinctions are not sharp and are not used here.
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may turn on its defeater, observe the consequences, and revise the argument
by adding additional premises and constraints about penguins. I provide an
example below where the consequences of a defeater are a little less obvious, and
the benefits more significant.

In addition to turning defeaters on and off and then reasoning “forwards”
to deduce the consequences, we could instead assert that Tweety is a bird but
cannot fly, and then reason “backwards” to seek an explanation. Observe that
this is exactly the basis for model-based diagnosis [24], where our “defeater”
predicates take the role of the “abnormal” predicates used in diagnosis (and the
related “reconfig” predicates used in model-based repair [25]). Some of the tools
that underlie modern model checkers and formal verification systems provide
capabilities that directly support this kind of examination. For example, our
Yices SMT solver [26] not only can generate counterexamples as well as verify
large formulas in a rich combination of theories (i.e., it does sat as well as unsat
for SMT), but it can also generate unsat Cores, and perform Weighted maxsat
for SMT.

In the following section, I illustrate the use of explicit “defeater” predicates,
and also some of the other points made earlier, in a simple example.

3.1 Example

I illustrate the proposal above using a small example from [27]. Below, I repro-
duce the “structured prose” rendition of the assurance case from that example,
to which I have added paragraph numbers.

(1) This argument establishes the following claim: the control system is acceptably
safe, within the context of a definition of acceptably safe. To establish the top-
level claim, two sub-claims are established: (a) all identified hazards have been
eliminated or sufficiently mitigated and (b) the software has been developed to the
integrity levels appropriate to the hazards involved.

(2) Within the context of the tolerability targets for hazards (from reference Z) and
the list of hazards identified from the functional hazard analysis (from reference
Y), we follow the strategy of arguing over all three of the identified hazards (H1,
H2, and H3) to establish sub-claim 1, yielding three additional claims: H1 has
been eliminated; H2 has been sufficiently mitigated; and H3 has been sufficiently
mitigated.

(3) The evidence that H1 has been eliminated is formal verification.
(4) The evidence that catastrophic hazard H2 has been sufficiently mitigated is a fault

tree analysis showing that its probability of occurrence is less than 1 × 10−6 per
annum. The justification for using this evidence is that the acceptable probability
in our environment for a catastrophic hazard is 1× 10−6 per annum.

(5) The evidence that the major hazard H3 has been sufficiently mitigated is a fault
tree analysis showing that its probability of occurrence is less than 1 × 10−3 per
annum. The justification for using this evidence is that the acceptable probability
in our environment for a major hazard is 1× 10−3 per annum.

(6) We establish sub-claim (b) within the context of the list of hazards identified from

the functional hazard analysis in reference Y, and the integrity level (IL) process

guidelines defined in reference X. The process evidence shows that the primary
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protection system was developed to the required IL 4. The process evidence also

shows that the secondary protection system was developed to the required IL 2.

I present a few highlights from a formalization of this argument in PVS [28,29].
As soon as we start to formalize the argument, we recognize that paragraph

(6) is not well connected to the rest of the case. This illustrates one of the
benefits in applying mechanized checking to an assurance case: we are forced to
ensure that the argument “connects up” and is deductively sound. Presumably,
a more fully developed version of the argument would say that part of the fault
tree analysis cited in (4) is an assumption that the software of the primary
protection system has a failure rate below some threshold, and development to
Integrity Level 4 (IL4) is considered to ensure that. Similarly for paragraph (5)
and development of the secondary protection system to IL2.

To formalize this in PVS, we introduce the enumerated types hazlevels and
intlevels to represent hazard and integrity levels respectively, and we provide
axioms asserting that hazard H2 is catastrophic and that process evidence
attests that the system was developed to integrity level IL4 with respect to this
hazard, and similarly for hazard H3 (we omit specifications for the signatures of
the functions hazlev and process).

hazlevels: TYPE = { minor, major, catastrophic }
intlevels: TYPE = { IL2, IL4 }

H2hlev: POSTULATE hazlev(system, H2) = catastrophic

H3hlev: POSTULATE hazlev(system, H3) = major

H2ilev: POSTULATE process(system, H2) = IL4

H3ilev: POSTULATE process(system, H3) = IL2

We use the keyword POSTULATE to indicate premises justified by evidence;
in contrast the keyword AXIOM indicates premises that represent the reasoning
or “proof rules” employed. PVS treats these keywords as synonyms, but the
distinction is useful for communication with human readers.

Next, we provide the “proof rule” axiom pr that relates hazard and integrity
levels to the claim that a given hazard is adequately “handled.” Here sy and hz

are variables ranging over systems and hazards, respectively.

pr: AXIOM

(hazlev(sy, hz) = catastrophic AND process(sy, hz) = IL4

OR hazlev(sy, hz) = major AND process(sy, hz) = IL2)

=> handles(sy, hz)

From these we can prove the lemmas that hazards H2 and H3 are adequately
handled. There is a similar (omitted) treatment for H1 on the basis that it has
been formally verified.

H1OK: LEMMA handles(system, H1)

H2OK: LEMMA handles(system, H2)

H3OK: LEMMA handles(system, H3)
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We then assert that H1, H2, and H3 are all the hazards for this system and
claim in this context

H1, H2, H3: hazards

hazard_ax: POSTULATE

allhazards(claim, system, context) = {: H1, H2, H3 :}

We employ the argument strategy that a system is safe if each of its hazards
is adequately handled. Here cl and co are variables ranging over claims and
contexts, respectively.

strategy: AXIOM

LET hset = allhazards(cl, sy, co) IN

(FORALL (h: (hset)): handles(sy, h))

IMPLIES safe(cl, sy, co)

With these specifications, we can easily prove that the system is safe.

sysOK: THEOREM safe(claim, system, context)

Skeptical reviewers who examine this formalized assurance case might sug-
gest that the level of abstraction is too high: they might be concerned about
independence of H2 and H3 and be disappointed that the fault tree analyses
are opaque items of evidence.4 This illustrates the point made in Section 2.1
concerning epistemic doubt and the granularity of evidence.

There are two plausible approaches at this juncture: one is to elaborate the
formalized case to include the top levels of the fault tree analyses so that the
crucial topic of independence is exposed in the formal representation of the case;
the other is to introduce a new hazard H23 that represents joint occurrence of
H2 and H3. We will pursue the latter course here.

The developers of the assurance case might then introduce a premise that
states that the joint hazard H23 is catastrophic and must be mitigated to a
probability of occurrence less than 1 × 10−6 per annum, and claim that this is
ensured by the combination of process evidence of IL4 for the primary system
and IL2 for the secondary. The relevant changes are shown below and the formal
verification of the case succeeds as before.

hazard_ax: POSTULATE

allhazards(theclaim, system, context) = {: H1, H2, H3, H23 :}

H23hlev: POSTULATE hazlev(system, H23) = catastrophic

H23pr: AXIOM

handles(system, H2) AND handles(system, H3)

=> handles(system, H23)

H23OK: LEMMA handles(system, H23)

4 The prose description in [27] suggests that the system under consideration has a
primary and a secondary protection system; a standard concern in these kinds of
system is that both protection systems fail on the same demand [30].
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Reviewers might be skeptical that the conjunction of process evidence for
the primary and secondary systems, each considered in isolation, is sufficient to
ensure mitigation of the joint occurrence represented by H23. To explore this they
could turn on the defeater dfH23pr for premise H23pr. (To keep the presentation
simple, I have not included the defeaters until now.)

dfH23pr: boolean = TRUE

H23pr: AXIOM NOT dfH23pr =>

handles(system, H2) and handles(system, H3)

=> handles(system, H23)

The formal verification now fails to guarantee safety.
The developers of the case could then introduce new evidence that the com-

bined primary and secondary system has been used previously in a different, but
similar context (with a system called otherS and hazard otherH).

previous: POSTULATE

similar((otherS, otherH),(system, H23))

AND handles(otherS, otherH)

They assert this is sufficient to claim that the present system handles H23.

dfprior23: boolean = FALSE

prior23: AXIOM NOT dfprior23 =>

similar((otherS, otherH), (system, H23)) AND handles(otherS, otherH)

=> handles(system, H23)

They turn off the defeater for this new premise and are once again able to verify
safety.

We now have two ways to justify safety of the system: one citing evidence of
integrity levels and fault tree analyses, and another citing prior experience. In
a conventional formal verification there is little purpose in such redundancy of
argument, but in an assurance case it can be useful. Here, the reviewers might
be skeptical of the evidence by prior experience because they are uncertain that
the context of the previous system is sufficiently similar to the present one, and
so they turn on the defeater for this argument.

dfprior23: boolean = TRUE

Once again, the formal verification fails to guarantee safety. But now the
developers might argue that although both lines of safety justification have their
flaws, in combination they constitute a “multi-legged” case (with independent
legs) that is surely sufficient. The reviewers might accept this and can adjust
their intervention in the formalized assurance case to state that either defeater
may be true, but not both together.

dfH23pr, dfprior23: boolean

notboth: AXIOM NOT (dfH23pr AND dfprior23)
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Now the formal verification succeeds once again, and the reviewers are satisfied.
Here, “inspection” was sufficient to see that our epistemic foundation re-

mained consistent as we introduced new premises and toggled defeaters, but in
larger examples it will be important to use mechanized assistance to ensure this.

That concludes our small example. Its purpose was to illustrate the idea, but
its small size means that it cannot illustrate what I believe is the main attraction
in this approach: namely, that it can exploit the full power of modern formal
methods tools and should therefore scale to large examples that use rich logics
and theories.

4 Discussion and Conclusion

This paper has reviewed some topics in providing mechanized support for the
analysis and exploration of arguments in assurance cases. We saw that powerful
modern tools for formal methods can provide useful support for the deductive
or reasoning aspect of an assurance case and we explored some of the issues in
representing cases so that epistemic doubts are minimized. We then considered
support for the communication aspect of assurance cases and concluded that
this requires some element of defeasible reasoning. However, we suggested that
the purposes served by assurance cases are such that special logics for defeasible
reasoning or abstract argumentation are unnecessary—in fact, undesirable—and
that adequate support can be obtained by simply adding explicit “defeater” pred-
icates to the premises of the formalized case. We illustrated this with a simple ex-
ample. Related work includes similar proposals by Kinoshita and Takeyama [31].

Notice that our defeater predicates are not the same as the defeaters of
Pollock [23,32], where defeaters are premises that contradict other premises and
some mechanism is required to derive a preferred conclusion in the face of these
inconsistencies. Our defeater predicates are used to turn premises on or off so
that classical reasoning can be used. It is therefore important to check, for any
given assignment of values to defeater predicates, that the enabled premises are
not contradictory; unlike in our example, this check should be automated. Notice
also that our defeater predicates are either given explicit truth assignments or the
conclusions to the verification are true under all interpretations (possibly subject
to constraints, such as notboth in the example) so, contrary to [33, section 6.1],
philosophical objections to “logically-uninterpreted conditions” do not apply.

Future research could include comparison with proposals that do employ
more sophisticated treatments of defeasible argumentation, such as [32,34]. Some
treatments of argumentation, beginning with Dung [35], relate this to logic pro-
gramming, and it would be interesting to explore the extent to which this can
be supported in the Evidential Tool Bus, where the underlying framework is
Datalog [17].

The comparison with argumentation frameworks should consider philosophy
as well as technology. Argumentation generally presupposes a context where
participants have different points of view and there may be no single “correct”
conclusion (for example, arguments about ethics or aesthetics), or where partici-
pants have limited access to ground truth (e.g., drawing conclusions on the basis
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of imperfect sensors). Argumentation methods will evaluate proffered arguments
and their defeaters or their attack relations and will derive conclusions, but these
may not be deductively sound. In contrast, I believe that while argumentation
may be an appropriate framework during development of an assurance case, the
finished case should be one in which every credible objection has been antic-
ipated and incorporated into the argument in such a way that the conclusion
is deductively sound. Exploration and examination of the case then focuses on
epistemic doubt about the premises, aided by the presence of defeater predicates
that enable what-if experimentation.

Related to the philosophy and the purpose of an assurance case, Steele and
Knight [36] provide a very illuminating account of certification, which I formulate
as follows. The system under consideration is a designed artifact and may have
flaws that could lead to accidents. The task of safety-critical design is to identify
and either eliminate or mitigate all hazards to its safe deployment. The task
of an assurance case is to provide confidence that this has been done, correctly
and completely. But the assurance case itself is a designed artifact and may have
flaws that could lead to a “certification accident”: that is, the decision to approve
and allow deployment of a potentially unsafe system. So the principles of safety-
critical design should be applied “recursively” to the assurance case itself. That
is, we should use systematic methods, inspired by those used for systems (e.g.,
fault tree analysis), actively to seek hazards (i.e., defeaters) to the assurance
case, and should then seek to eliminate or mitigate them. Mitigation could take
the form of a multi-legged case, as used in the example of the previous section,
where an attractive method of justification could be that the defeaters of each
leg are independent [37].

An excellent topic for future research is to explore the application and conse-
quences of Steele and Knight’s insight and its representation within the frame-
work proposed here. A related topic is to explore the novel structure for assurance
cases proposed by Hawkins and colleagues [10], who divide the overall case into
a safety argument and a confidence argument.

A final topic for future research is to explore whether it may be feasible to
derive some measure for the confidence in a case from the number and the nature
of the defeaters that are accommodated. One way to do this would be to attach
subjective probabilities to defeaters and then use calculation in some suitable
probabilistic framework such as Bayesian Belief Networks (BBNs); another might
be to employ “Baconian probabilities” as proposed in [38].
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