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Abstract session’s key (and perhaps, other information) to the group.

Because group membership is dynamic (that is, users may

We address the problem of establishing a group key be added and removed from the group periodically), the key
amongst a dynamic group of users over an unreliable, or distribution broadcast targets only current group members.
lossy, network. We term our key distribution mechanisms The problem of distributing keys overaliable channel
self-healingbecause users are capable of recovering lost has received much attention (see, for example, [12, 20, 33,
group keys on their own, without requesting additional 39]). In this paper, we study a pragmatic variant of this
transmissions from the group manager, thus cutting back problem that has received much less attention—namely, how
on network traffic, decreasing the load on the group man- to distribute session keys in a manner that is resistant to
ager, and reducing the risk of user exposure through traffic packet loss.
analysis. A user must be a member both before and after In an unreliable network, the key distribution broadcast
the session in which a particular key is sent in order to for a particular session might never reach a user. Requiring
be able to recover the key through self-healing. Binding that each such user contact the group manager to request
the ability to recover keys to membership status enables they re-transmission would contribute to the traffic on a net-
group manager to use short broadcasts to establish groupwork that might already be heavily burdened, and, when
keys, independent of the group size. In addition, the self-group size is large, such re-transmissions could potentially
healing approach to key distribution is stateless, meaning overwhelm the group manager. Furthermore, in some high-
that a group member who has been off-line for some time issecurity environmentse(g., military applications) it can be
able to recover new session keys immediately after comingmportant that users avoid sending all but essential mes-

back on-line. sages, lest they make themselves vulnerable by revealing
their location. Hence, we propose a solution that is nonin-
teractive.

1. Introduction SELF-HEALING KEY DISTRIBUTION. The central concept

of this paper is a type of noninteractive key distribution that

One method for enabling secure multicast communi- We callsel-healing The idea is that group members who
cation is the periodic distribution of a new key (called a (due to network packet loss) do not receive a particular ses-
sessiorkey) to group members. All messages exchangedSion key via the key distribution broadcast, can recover the
within the group during a fixed interval of time, or session, S€SSION ke)on_ t_he|r_own A group member accqmpl|shes
are communicated securely through encryption under thisthis by combining information from any key distribution
session key. We assume that, prior to the start of each sesProadcast preceding the lost packet with information from

sion, the group manager broadcasts a packet containing tha®nY key distribution broadcast following it. In other words,
in order to recover a lost session key, the user must have
*The majority of this work was completed while the author was a sum- received key distribution broadcasts for any two sessions
meiin;]tem at Xf“”f(t';_ARC- ) eted while the auth which “sandwich” the session corresponding to the lost key
et intorn 2t xerox ARG+ e compreted whiie The alfor Was & SUM™ distribution broadcast. Hence, when self-healing key dis-
£The majority of this work was completed while the author was em- tribution is implemented for a sequencerof sessions, it

ployed by Xerox PARC. is possible to miss all but the first and last key distribution




broadcasts, and still be able to recover all the session keys.ing techniques, it is possible to achieve noninteractive resis-
Basing session key recovery on the possession of sandtance to packet loss through small broadcasts. In particu-
wiching broadcasts allows us to use a flat, rather than hier-lar, we provide an unconditionally secure construction with
archical, key management system. In such a system, eachroadcast overhead that is on the ordeft8fn) log ¢ bits,
personal keyis known to exactly one user (enabling trace- wherelogg is the session key sizé,is the collusion re-
ability) and broadcasts are constructed in a stateless mansistance, aneh denotes the number of sessions over which
ner. The cost of these benefits is an increase in communi-self-healing is possible (which is closely correlated with an-
cation overhead. However, because the keying informationticipated packet loss). Further, we show that it is possible
is naturally decoupled from the content in the session keyto achieve broadcasts of siz&((t> + mt)logq) bits, by
setting, the overhead is incurred on the smaller payload, theshifting a moderate amount of computation to the user's
session keys, and so is quite reasonable. On the contenend. Each of these constructions provides fist self-
a low-overhead reliability mechanisne.g., forward error healing (the core operation is simple polynomial interpola-
correction) can be used. tion) over a fixed set ofn sessions and is resistant to collu-
Our key distribution schemes not only provide self- sion. We discuss how to use modular exponentiation-based
healing, but the ability to revoke users from, and add userssecret sharing [16] to extend the lifetime of these construc-
to, the group, while being resistant to collusion attacks. If a tions by allowing users tevolvetheir personal keys from a
key distribution mechanism cannot be broken by any coali- base set to an appropriate set of keys for the current set of
tion of up tot users, we say it is resistant to coalitions of sessions. In all of these constructions, recovery from loss is
sizet. possible with no delay on the user’s part—after several key
. o distribution packets are lost, a single received key distri-
AP.PL'CAT'O'\.'S S_elf-heahng key d'St.”bUt'on appears to b? bution packet is sufficient to recover all the missed session
qwte useful n hlgh—secunty operations (SUCh, as the mil- keys. The constructions are stateless; group members aren’t
itary), where it is necessary to change Session keys ,fre'penalized for being off-line for a period of time. This prop-
quent_ly gnd to be able to revoke users quickly. Self-heglmg erty is important in wireless applications in which members
key dlstr_lbutlon works well here because the length (_)f time ..o quickly become off-line by moving out of broadcast
over which a user must buffer e_ncrypte(_j messages 1S Shortrange. In addition, all of the personal keys in the system
and revocayon can be accomphsht_ed quickly with the_ broad'are traceable. A consequence of the traceability and collu-
cast of a single packet.. In addmo_n, the self—h¢a||_ng aP- sjon resistance is that the only way to break the systemin a
proaph may .be uspful n commer.malicontent d.IS.trIbutlon long-term sense without risk of identification, is to form a
applications in which the content is _h_lghly sensmve. For_ coalition of more thar users.
example, during mergers and acquisitions extensive negoti- A t of our work. we introduce a new aeneral tech-
ations involving many representatives from both sides may __. S fpard ibut " K | gb f
take place. Frequent session key changes may be necess yaue for I.Sm u_tmg unique xeys toase egt subset of users.
is result is of independent interest and is a useful exten-

and the ab|I_|ty to r.evoke low-ranking partles dyrmg certa!n sion of earlier techniques for distributingcammorkey to
exchanges is desirable. We emphasize that in any applica-

tion of self-healing key distribution the expected number of a SlgilrfgltlSuﬁ:tdﬁgslisgst[ﬁ:]' ractical issues that must be
consecutive sessions in which key distribution packets are Y P

lost must be less than the number of sessions in betweer%a.iddressed when implementing a self-healing key distribu-

any two intervals of membership for a particular user. This lon scheme.' The core ISSUE IS parametgr choices that are
: both appropriate for the intended application and compati-
appears to often be the case. For example, in group confer;

: . ble with existing network protocols. We illustrate the trade-
encing over the Internet, a burst of loss amongst the key dls'offs between the system parameters that exist while stayin
tribution packets is likely to only cover an interval of time within IP packet sizye consptraints Even if the arametersyarg
on the order of seconds, however the length of time during such thatp acket fragmentation i's requiree (thpe size con-
which a user may be revoked (to allow for discussion of sen- Straints arizn’t met) gt]he fragments c?’:m be.formed in such a
sitive information, for example) will be at least on the order . 9

. . . way that each is useful to a member whether or not any other
of several minutes. The self-healing approach to reliable : )
K P . . o fragments are received. As a result, a member may still be
ey distribution is quite appropriate for such applications able to use the received packets to self-heal, or recover ses-
because it is unlikely that a user will abuse self-healing by P '

. - I . , sion keys directly, even when the packets are fragments of
leaving and rejoining the group within a short time period. the actual key distribution broadcasts.

REsuLTs. For applications such as those described above

we show that with simple, polynomial-based secret shar- OVERVIEW. The rest of the paper is organized as follows.

In Section 1.1 we provide an overview of earlier work in the
1The personal keys the collection of secrets that allows users to de- areas of key distribution anq multicast. S_ectlon_ 2 defines
crypt broadcast messages. most of the necessary terminology. Section 3 introduces




the new techniques of this paper: the self-healing mecha-chical (each key is stored by one user), which has the ad-
nism and the revocation mechanism. Section 4 discussevantage of permitting traceability. In addition, the flat key
our self-healing session key distribution scheme. In Sec-structure doesn’t penalize members for being off-line for a
tion 5 we show how to reduce the broadcast size by shifting period of time. We note also that in [31] the keying infor-
some computation to the user’s end. Section 6 describesnation is not decoupled from the content. Pairing the two
how to extend the lifetime of our approach. Section 7 dis- makes sense if the group manager is the only sender, but in
cusses the practical issues encountered when implementinghe multi-sender setting that we consider, doing so would re-
this work, and Section 8 concludes the paper. Backgroundquire passing all messages through the group manager first,
on the information theory concepts used and some securityas appending the necessary keying information in a secure
proofs and lower bounds can be found in the appendices. way requires knowledge of the users’ personal keys.

Key distribution is at the core of many multicast and
1.1. Related Work broadcast encryption [5, 17] schemes. Our constructions
rest on a new technique for distributing distinct keys that is
an extension of techniques for distributing common keys to

o o e e SUbSES of Uers e Naorand ke 291 1 aclon,
scribed Igoth are motivategd by the single sender contentour approach to the multicast problem is similar to the one
N : y 9 taken by Kronos [33], in that we also use periodic rekeying.
distribution setting and take a tree-based approach to key, . . ;
o . . : For other multicast and broadcast encryption techniques see
distribution and achieve resistance to loss by appending ad-

ditional key update information to the packets tfatow [11,17,20, 21, 22, 28, 32, 37]. Graph-based multicast con-

a key distribution broadcast. In [41], resistance to packet structions are given in [39, 40, 26], and a method for re-
y . ) » P ducing the number of update messages needed by a pre-
loss is ensured by using error-correcting codes to generat

information about past group keys. If a certain fixed num- Q/iously off-line member in such schemes is given in [30].
Ut past group Keys. - . Lower bounds for communication and storage in multicast
ber of packets is received after a lost one, it is possible for

. . schemes are proven in [12].
the user to reconstruct the lost information. In [31], these P .[ ] .
. . ) Because our goal is secure communication for large
ideas are built upon to allow resistance to correlated packet roups. we take a broadcast-based aporoach to kev distri-
loss. Depending on the membership change(s) that triggerg PS, P y

the rekeying, “hints” for updated keys are attached to sub- bl_mo_n. 'I_'here are many ot_her scenarios in which key dis-
. tribution is needed. We briefly mention some of them for
sequent data packets. The hints can be as small as half the

) ... completeness. Initially, key distribution was mostly studied
size of the keys themselves, but leave the user with signifi- . L
. : with the goal of establishing a shared secret between two
cant work to do in order to recover missed keys.

. I o parties [7]. A generalization of the problem studied in [7],
. When redur]dancy is only usedter each key distribu- that of establishing a shared key amongst a group of any
tion packet as in [41, 31], care must be taken to ensure tha%ize, is studied in [23, 19] in roughly the same model. A

new groupfn;(emb(;:rs dr?n’r': t[(ra]celve enOl:gh Eﬁ‘cgetss to a.”cl)WDiffie—Hellman based solution for authenticated key distri-
recovery ot keys to which th€y are not entitied. -special- v, o, js given in [43]. The two party key distribution prob-
ized communication (perhaps including unicast) is thus N€C-|1am is studied in the computational setting in [14, 24, 42].

essary to cqntrol_what membgrg receive. Achiev.ing small In [36, 9, 2, 8], interactive key distribution is studied. The
broadcast size with such specialized communication WOUIdformal analysis of key distribution protocols is considered

seem 1o necessitate the hierarchical key management SYSh [18, 38]. Provably secure two party key distribution with
tems_ from [3_9, 40_], that are u_sed in [41, 31]. One short- acEive’ ad\]/ersaries ?; studied in [g, 4,y35’)/6].

coming of using this approach is that such systems are state-
ful, that is, as the keys in the tree are updated, an off-line o .
member quickly becomes shut out of the group and cannot2- Definitions and Notation

rejoin without assistance from the group manager. In addi-

tion, in a hierarchical key management system many keys In a key distribution scheme, a group manager seeks to
are known tosubsetof users, and giving away such keys establish a newniquekey with each user over a broadcast
allows outsiders to enter the system in a way that is diffi- channel (See Appendix C for a formal definition). Ises-

cult to trace. The approaches in [41, 31] differ significantly sionkey distribution scheme, a group manager seeks to es-
from the approach taken here because the self-healing proptablish a common key (the session key) with everyone in the
erty requires thatiny pair of preceding and following pack- group at the beginning of each session, where a session is
ets be sufficient for recovering the lost key. With this self- simply a fixed interval of time. In each setting, the ability to
healing requirement, it is possible to communicate with all revoke users, and thus prevent them from learning new keys,
group members through short broadcasts even though thés important. We say a scheme hagevocation capability
underlying set of personal keys is flat rather than hierar- if it is possible to prevent users at a time from learning the



new session key. When distributing session keys, we alsowhich none of the colluding users were members. Security
consider the self-healing property, which states that a mem-against such a collusion attack motivates our definition of
ber in three sequential (though not necessarily consecutive)self-healing in Definition 2.

sessions can recover the session key corresponding to the

intermediate session by using information recovered from Definition 2 [Session Key Distribution]

the first and last of the three broadcasts. All of our schemesLett,i € {1,...,n} andj € {1,...,m}.

are resistant to coalitions olusers. That is, anycolluding ) ) o ) )
users (whether revoked or not) are unable to recover infor- 1. D is @ session key distribution scheme if the following
mation they are not entitled to. are true:

We begin by defining the notation of this paper and the
unconditionally secure model of session key distribution.
Many of our definitions and results make use of information
theory concepts such as the entropy functifig;). A brief

(a) For any membel;, K; is determined by; ;,
which in turn is determined by3; and S;
(H(KJ‘Z%]) =0 andH(Zi’j|Bj, Sl) = 0)

review of the necessary concepts is in Appendix A. (b) For any set B C {U1,...,Un},

We consider a setting in which there is a group manager |IB] < t and U; ¢ B, the users in
andn usersly, ..., U,. All of our operations take place in B cannot determine anything aboutS;
a finite field, F,,, whereq is a prime that is larger than. (H(Si|l{Si}v, e, B1,-..,Bp) = H(S;)).
Each user{J;, stores a personal key; C F, (i.e., S; may (c) What member#/, ..., U, learn fromB; can't
be a subset of elements Bf). We usek to denote a single be determined from the broadcasts or personal
key (.e., an element off,). We allow for the possibility keys alone M (zi|Bi, ..., Bm) = H(zi;) =
that individual keys may be related. H(zi 4|51, ,Sf;)). '

Definition 1 [Key independence]ki}ic(1,...ny € FyiSa 2. D hast-revocation capability if given any st C
set oft-wise independent keys, if for every subset dis- (U, ...,U,)} where|R| < t, the group manager can
tinctindices{i, ...ir}, H(ki, |k - - ki) = H (k). generate a broadcagt;, such that for allU; ¢ R, U,
can recoverk; (H(K;|B;,S;) = 0), but the revoked

We denote the number of sessions My and the set users cannotll (K, B, { Sy cr) = H(K)).

of users who are revoked in sessignand thus unable

to recover that session's key, by. If U; ¢ R, we say 3. D is self-healing if the following are true for anly <
U; is a member(or, an active user). The session keys j1 < i <o <m:

{Ki,...,K,}, are generated independently at random.

Forj € {1,...,m}, the session keys, is sent to the group (a) For anyU; who is a member in sessiogig and
members through a broadcas, from the group manager. jo, K; is determined by the sefz; .,z j,}
For any non-revoked uséf;, the jth session keyis;, is de- (H(K;|zi 4y, 2i5,) = 0).

termined byB; and.S; (the set of revoked userg, will be
clear from context).

Because in a session key distribution scheme a user po-
tentially learns fromp,, information about session keys
other thank;, it is helpful to introduce a variable; ; to
represent all the informatiofl; learns through knowledge
of both B; and.S;. More precisely:H (z; ;|B;,S;) = 0 but
H(Zi7j|6j,) = H(Ziﬁj) = H(Zi’J‘Si) For example, ifU;
is a group member, they ; will include K; and possibly
information on other session keys, whereds;ifs revoked
thenz; ; contains no information o&’; and may in fact be
the empty set.

We emphasize that it is important to prepare for all .
types of collusion attacks when designing key distribution 3- New Techniques
schemes. If the scheme is such that sensitive information
is embedded in users’ personal kegsy(,[15]) a coaliton ~ 3.1. Self-Healing
of users may be unwilling to share their personal keys and
consequently can only attack session keys. Such a coalition The idea behind this technique is to use secret sharing
could consist ofx revoked users who collude with— « [34], to bind the ability of users to recover from packet loss
new group members to recover session keys for sessions ito the user's membership status. From each broadcast, a

(b) For any disjoint subset®,C < {Uy,...,U,}
where|BUC| < t, the set{zy ;}u, eB,1<j<j, U
{Zi’,j}U,/ECﬁijijy contains no informa-
tion on K; (H(K;|{z }lv,epi<j<jy U
{zi v, ecm>j>5.) = H(Kj;)).

We considercomputationallysecure session key distri-
bution in Section 6. Because the definition of session key
distribution in the computational setting is a natural varia-
tion on the above definition, we do not include it here, but
provide it instead in Appendix E.
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Figure 1. The self-healing mechanism. From

Bj_1, U; recovers a share of K;_,, the key K,_; and

sharesfor K;, K;, and K;,,. From B;,, U; recovers the same share of K;_,, newsharesof K;_;and
K, thekey Kj,; andthe same share of K .. Asaresultof B;_; and B;,1, U; now has complementary

shares of K; and can recover K, = 4, by self-healing, even though broadcast

user recovers the current session key astaeof each of

the previous and future session keys. Hence, in each broad-
cast, a user learns either the actual key or a share of the
actual key for each of thex sessions. The share &f; that

is received in each sessign < j is complementary to the
share ofi; that is received in each sessign> j. Hence, a
user who is a member in both sessjgrand j» will be able

to reconstructs;, even ifB; isn’t received. Figure 1 repre-
sents the self-healing property in an intuitive way; the value
of the session key is ambiguous when each share is consid-
ered alone, but when the shares are combined, the value of
K ; becomes clear.

In order to provide resistance to collusion attacks, in the
self-healing key distribution schemes that are based on this
mechanism, the shares recovered by different users are dif-
ferent. The collusion resistance of a key distribution scheme

is correlated with the degree of dependence between the 3.

shares recovered by the users in each period. We can ac-
complish any desired level of coalition resistance by us-
ing polynomials of sufficiently high degree to determine the
values of the shares.

Construction 1 A self-healing session key distribution
scheme (without revocation capability)

B, wasn't received.

1. (Set-up) Let be a positive integer. The group man-

ager choose@2m polynomials inF,[z], each of de-
greet, hi,...,hpm,p1,--.,Pm, andm session keys,
Ky,...,K, € F,, all at random. For eachj €
{1,...,m}, define a polynomial irF[z], ¢;(z) =
K; —pj(z). Fori € {1,...,n}, userU; stores the
personal keys; = {7, h1(4),..., hn (i)} C Fy.

. (Broadcast) In session e {1,...,m}, the broadcast
is:
Bi = A{hi(z)+pi(x),...,"hj-1(2) + pj-1(2),

hj(z) + Kj,
hjt1(®) + qj+1(2), - - han(2) + g (2)}

(Session Key and Shares Recovery in Segkieor all

i € {1,...,n}, U; recoversK; from broadcasi3; by
evaluatingh; (x) + K; at4 and subtractingh; (¢) (the
latter is part ofS;). Similarly, U; recovers session key
shares{pi (i), ...,pj—1(%),qj+1(2), ..., am(3)}. Self-
healing is then possible because in sesgior: j, U;
recovers sharg;(:) and in session; > j, U; recovers
sharep; (i), andp; (i) + ¢; (i) = Kj.



Adding a user to this scheme during sesgios straight- 2. (Broadcast) The group manager chooses at random

forward, provided the underlying field is sufficiently large. a polynomial of degree in F,[x], f(z). LetW C
The group manager sends a new member a unique identity,  {1,...,n}, |IW| =t, consist of the indices of the users
i € Fy, and the corresponding points on the polynomials that should not be allowed to recover a new key from
{hj(@)}jeqyr.....my- However, Construction 1 has no revo- the broadcast. The broadcast consists of the following
cation capability. In Section 4 we describe how the con- polynomials:
struction may be combined with Construction 2 to achieve
self-healing key distribl_Jtion with revocgtion. _ {f(z) + s(N,2)} U {w, s(w,z) : w e W}

We prove the security of Construction 1 (Lemma 1) in
Appendix B. 3. (Key Recovery) A uséf; such thati ¢ 1V, can evalu-

ate each polynomial(w, ) atz = i to gett points on
the polynomials(x,¢). Coupling these with his per-
sonal keys(i, i), U; hast + 1 points ons(z,:) and
so is able to recover that polynomial and evaluate it
User storage and broadcast size in Construction 1 are atz = N to recovers(N,i). U; may then evaluate

Lemma 1 Construction 1 is an unconditionally secure,
self-healing, session key distribution scheme (with no revo-
cation capability).

both essentially optimal, as shown by the following lem- (f(z) + s(N,x)) at z = ¢, subtract offs(N,¢) and
mas. The proofs are in Appendix D. recover a new individual key,(7).

Lemma 2 In an unconditionally secure, session key distri-  Because this technique is of independent interest, we
bution scheme, if usdy; is entitled to allm session keys,  demonstrate its security before it is combined with the self-
thenH (S;) > mlog g, for eachi € {1,...,n}. healing mechanism. The proof of the following lemma may

Lemma 3 In an unconditionally secure, self-healing ses- be found in Appendix C.

sion key distribution schemé(5;) is €2(m) log ¢. Lemma 4 Construction 2 is an unconditionally secure key

. distribution scheme with-revocation capability.
3.2. Revocation P y

_ _ _ _ o Note that the keys distributed in Construction 2,
In this section we describe a mechanism for distribut- {f(1),...,f(n)} are (t + 1)-wise independent because
ing one set of distinct (but related) keys to a select subsetf(x) is of degreet. The size of the broadcads$, in Con-
of users over a broadcast channel. Later, this mechanisngtrction 2 isO(t2log ¢). The Naor-Pinkas scheme, which
will allow us to add revocation capability to the self-healing js an unconditionally secure method of distributing a com-
technique of Section 3.1. Note that the ability to distribute o key, has broadcast sigitlog q), so moving from the
distinctkeys to a subset of users is essential to self-healingdistribution of a single key to the distribution of a set of

tribution of common keysif., session keys), we do this  |ength byt.

reliably by also distributingharesof keys, and these shares

must be distinct to ensure collusion resistance. The mecha- . . TR

nism we present here can be viewed as a generalization ofl' Self-Healing Session Key Distribution

the Naor-Pinkas unconditionally secure method for estab- o ) )

lishing acommorkey over a broadcast channel, [29]. By combining the techniques of Sections 3.1 and 3.2,
The keys distributed in this mechanism are each a pointWe construct a session key distribution scheme thathas

on a polynomial. The size of the broadcast grows with the "evocation capability and is self-healing.

square of the degree of collusion resistance desired, not with . . .

the total number of users. Figure 2 illustrates the goals ofC.OHS'[I‘UCtI.OI’].3 Uncondmonally secure self-healing ses-

the key distribution mechanism. sion key distribution

1. (Set-up) Lett be a positive integer, and lelV be
an element off}, that is not equal to any user in-
dex. The group manager chooses polynomials

Construction 2 A key distribution scheme witht-
revocation capability (and without self-healing)

1. (Set-up) Let be a positive integer. LeV € F;, be an p1(z),...,pm(z) in F,[z], each of degree, andm
element that is not equal to any user’s index. The group session key#(y, ..., K,, € I, all at random, and
manager chooses at random fraf [z, y] a polyno- defines a polynomial;(z) = K; — p;(z), for each
mial, s(z,y) = ag,0 + a1,0z + ap1y + ... + ar 2y’ j = 1,...,m. Foreachj € {1,...,m}, the
For ¢ = 1,...,n, userU; stores the personal key, group manager chooses: polynomials inF,[xz,y]

(N, i,s(i,7)). at random, sy j, ..., S ;, where fori = 1,...,m,



A2)

Personal keys,

New keys,
{f(i)}izl,...,n

Figure 2. The Revocation Mechanism. For
broadcast, a member

revoked user, U, learns nothing about any of the new keys,

sig(e,y) = agp+aypr+agiy + ... +ala'y"
Fori € {1,...,n}, userU; stores the personal key:
Si = {N,i,s11(i,4), ..., 8ma(i,0),510(3,9), ...,
Sm,z(i,i), """ 781,m(iﬂi)a"'7Sm,m(i,i)}

2. (Broadcast) Letd, R C {Uy,...,U,}, |R| < t, de-

i=1,...,n, U,; stores personal key

U, is able to recover a new key  f(4), but learns nothing about

(N,i,s(i,1)). After the
fG)for j #i. A
{f(D)}iet1,ny-

shares{p;:(i)};/=1,...j—1 and {g;/ (i) }j.=j+1,...,m in
a similar manner.

Adding users to the group proceeds as in Construc-
tion 1. Provided the underlying field is sufficiently large,
the group manager adds a new member in sesgidyy

note the active users and revoked users in SeSSionsimp|y g|v|ng the user a unique |dent|ty’ c Fq, and

j, respectively. The group manager choo$€s =
{w1,ws,...,w;} C F, such that the indices of the
users inR are contained i/, none of the indices of
the users inA are contained iV and N ¢ W. The
broadcast in periog € {1,...,m},isBjUB, where:

Bi = {pj(@)+si(N,@)}jmr, o
U {K;+s,;(N,x)}
U {gj (@) + 855 (N, 2) }jr=jt1,..om
6]2 = A{we, {sj;(we, )} jr=1,... m}e=1,..

3. (Session key and shares recovery in sesgjdor all
i € {1,...,n}, U; is able to recover the polynomial
s;.5(x,1) using{s; ;j(we, z)}s=1,..+ by evaluating the
polynomials atz = ¢ and interpolating based on
the points(i, s, ; (4, 7)) and {(we, s, ; (we, 7)) Ye=1,...¢-
Then U; recovers K; by evaluating s; ;(z,i) at
z = N, and subtracting this value fronik; +
85,5 (N, @) |a=i-
Additionally, U; can interpolate to determine
{sj;(x,1)}jo=1,...j—1,j+1,.,m and thereby recover

personal keys corresponding to the current and future ses-

sions{s; ¢(i,9)}je(jr,....m},ec{y,...m} (K€ys corresponding
to past sessions are unnecessary).

Theorem 1 Construction 3 is an unconditionally se-
cure, self-healing session key distribution scheme with
revocation capability.

Proof: Recall that our goal is security against coalitions of
size at least. In the following we show this is true in the
context of Definition 2.

KEY DISTRIBUTION. A memberU; recoversK; and
shares of the other keys as described in Step 3zand=
{pl(i)’ s 7pj—1(i)7 Kj’ Qj-l-l(i)’ R QW(i)}1 appears to be
a randomly distributed subset 6}, to an observer who has
only either broadcasts or personal keys. In addition, a set
of ¢ users,B such thatl; ¢ B, i ¢ W, is unable to de-
termines;;;(i,4) for any 5/ € {1,...,m}, because they
are only able to recover points on the polynomigl; (, ¢)
for whichz = i/ € W (andi ¢ W) and the points on
the polynomial,s;.; (¢, ) for whichz = ¢ andU;; € B.
So, given that the degree of each polynomid,is;; (4, ¢)
still appears to be a randomly distributed valueHp to



the users inB. Since no information oB;;(.,.) for any
j' € {1,...,m},is contained in other broadcasts, it follows
that H (s, (4, 1) {Si}ien, Br, -, Bm) = H(s1;(i,)).

REVOCATION. It suffices to consider what a set ofre-
voked users [, learn from the broadcastly,crzi; =
{sj;;(',z) + Uy € R,j = 1,...,m}. Hence, for

i = 1,...,n, the revoked users know at maspoints on
the polynomials{s;;;(x,7)} (and no points ifU; ¢ R)
so each of the point$s;.;(IN,7)} appears to the revoked
users to be randomly distributed ;. Because for all
j = 1,...,m, and allz, the revoked users have no in-
formation of s;,;(V, ), it follows that the revoked users
have no information oR;,; (N, ), or consequently, oi’;:
H(K;|Bj, {Si}u, ep) = H(K;).

J

SELF-HEALING. Recall from Step 3 of the construction
that forj; < j < j2, a membel; learnsg; (i) from B;,
andp; (i) from B;,, hence K; = p;(i)+¢;(¢) can be recon-
structed from botl8;, andB;,. Now consider a set of users,
B, who are revoked in sessiopisand j> > j but active in
sessiony; < j, and a set of users;, who are revoked in
sessiong andj; < j but active in sessiofy > j. We show
that if B andC are disjointandBUC| < ¢, then the collud-
ing usersB U C, are unable to recovdt; from broadcasts,
Bj, andB;,. In order to recovel;, B U C' must recover
q; (i) from B;, andp; (i) from B,,, for somei. Because the
users inC' are revoked in sessiof, B U C can only re-
cover{q;(i)}uv,ep, and because the usershhare revoked
in sessiory,, BUC can only recove{p;(i')}u, ec. Hence,
becausd3 andC are disjoint and each of size at mesand
bothp;(x) andg;(x) are of degree, they cannot recover
K;.

U
The broadcast size in the above constructian(ignt>+
tm)log ¢). Because Construction 3 is both a key distribu-
tion scheme witht-revocation capabilitanda self-healing
session key distribution scheme, a lower bound on broad-
cast size follows from lemmas in Appendix DB| >
max{t?log ¢, mt log ¢}. Hence, there seems to be room for
improvement in the broadcast size of Construction 3.

5. Reducing Broadcast Size

In this section, we show how to reduce communication
overhead fronO((mt? + mt) log q) to O((t* + mt) log q),
while adding a moderate amount of additional computation
at the user’s end. The idea behind the reduction is to de-
crease the size d8? in Construction 3 by broadcasting a
smaller set of polynomialss,,_ ;j(w,x))}wew, and mak-
ing public a pseudorandom permutatioywith which each

user can efficiently generate the necessary remaining poly-

nomials{s;;;(w, )} eq1,....m—1},wew- The fact that’s

output is pseudorandom is useful, because it ensures that

with high probability, the entire collection of polynomials
will appear random,and hence, indistinguishable from the
collection generated entirely at randomly in Construction 3.
We emphasize however, that the choice of pseudorandom
o is enabling but not absolutely necessary. Following the
construction, we discuss other approaches.

Because the smaller set of polynomials from which the
others are defined can only be specified once the set of re-
voked users, and hence the 88t is known, we also need
to modify the scheme to ensure that the personal keys allo-
cated to users in the set-up phase don'’t introduce conflicts.

Before stating the construction, we introduce some new
notation to make the exposition simpler. For any polyno-
mial in F,[z], f(z) = ap + a1z + ... + a2, and any
permutation ofF,, o, let o(f(z)) = o(ag) + o(a1)z +
..+ ola)xt.

Construction 4 A variant of Construction 3 in which over-
head is reduced.

1. (Set-up) Let be a positive integer, and I1& be an ele-
ment ofF;, such thatV ¢ {1,...,n}. The group man-
ager chooses the session kdys, ... K,,, € Fy, and
thet-degree polynomialg; (z), ... pm(x) € Fylz] all
at random. Note that this determines the polynomi-
als, ¢1(z),...,gm(x) as in Construction 1. In ad-
dition, for eachr,; € {1,...,m}, the group man-
ager definesh, ;(x) to be a randomly chosen poly-
nomial of degre€t in Fy[z]. Fori = 1,...,m, U;
stores the personal keyN, i, hy ;(i)}r j=1....m. Fi-
nally, for j = 1,...,m, the group manager chooses
a bivariate polynomial of degreein each variable,
Sm.j(z,y) € Fylz,y] at random, and a pseudoran-
dom permutation of,, o. The permutatiom is made
public.

2. (Broadcast in session j) Let,R C {Uy,...,U,},
|R| < t—1, denote the set of active members and
the set of revoked users, respectively, in sesgion
The group manager choosdd C F, such that
|[W| = t, the indices of the users iR are in W,
the indices of users id are not, andN ¢ W.
Let W {wy,...,w}. For j' 1,...,m the
group manager choos€s;;(z,y)}, to be bivariate
polynomials inFy [z, y] of degreet in each variable,
such that for all;’ = 1,...,m andi = 1,...,¢t,
sjrj(wi,x) = 0™ 7 (s, (w;,z)) The broadcast in
periodj € {1,...,m}, is B} U BZ, where:

le. = {pj(z) +sj;(N,x)}jr=1,. j-1
U {K; +s;;(N,2)}
U {q;(x) + 8 (N, x) b irmjt1, . om
B = {hjy() + sj5(z, 2) =1, m
U A{ws, s (Wi, @) izt



3. (Session key and shares recovery in sesg)drirst, the system has changed as a result of the broadcasts. For
U, recoverss;,;(i,i) for j/ = 1,...,m by eval- example, in each construction, portions of the personal keys
uating {hj;;(z) + s;;;(xz,x)} at © = ¢ and sub-  of the revoked users are made public. One solution to this
tracting hj;;(¢). Each user then applies the pub- problem is to distribute a new set of secret keys to each
licly known pseudorandom permutatioento recover user, and proceed as before. Another solution is to use a
{sjij(wi,2),...,85(ws, )} jreqr,...m-1}, USingthe  technique that originated in [16] and is used in [29], which
fact thats;.; (w;, z) = am‘j'(sm,j (w;,z)). Recovery ~ c€an be described as Shamir secret sharing in the exponent
of the session keys and the key shares then proceeds a&f @ generatog, of a cyclic group,G. Moving operations
in Construction 3. to the exponent allows each usergenlvetheir secret keys

) ) ) ) ) ~ from one set ofm sessions to the next, thus making the
Adding users in Construction 4 is as simple as it is in gchemdong-lived meaning the scheme can continue with-
Construction 3. Provided the underlying field is sufficiently 4t any unicasts from the group manager. This is accom-

large, the group manager adds a user in sesgioy giv- plished through the broadcast of random values at the end
ing thg \users a unique identifie, € F7;, and the keys  of 3 set ofin sessions, by the group manager. Each user (re-
{hre(i i)}t motets,....m}- voked or not) is able to use the random values to calculate

To see that the choice of a pseudorandom permutationheir own new personal key. This results in significant band-
facilitates the construction, but is not essential, consider al-yyigth savings over the naive approach of sending each user
gebraic attacks in which a usé; who legitimately learns 5 new personal key via unicast, because if each user stores
q;(i) (for example) and then, when revoked in session ;. keys, thenr random values must be sent, in contrast to
uses this knowledge to recovey ;, (N,i) and then ex- ., ynicasts in the naive approach. The savings are reduced
ploits an algebraic relqtlonshlp between ;, (x,y_) and by a constant factor, however, because the former approach
s;.5: (7, y) to learn session keyi;,. The algebraic rela-  requires a larger underlying group size (roughly, 160 bits)
tionship might be as simple as; ;, (N, i) = s;,,;, (], i), in order to ensure that the Decision Diffie-Hellman problem
thenK;, = Kj, + 5,5 (N, 2)|o=i — 55,5, (N,i). Using i harg.

a pseudorandom permutation ensures that with high prob-  Thjs technique is applicable to both Constructions 3 and
ability the resultings;;(«,y) polynomials chosen by the 4 \we demonstrate it here for Construction 3 only, because
group manager in step 2, will be sufficiently different and {he extension is somewhat simpler and all of the important
the construction will not be vulnerable to such attacks. Al- underlying ideas are illustrated.

though it is possible to accomplish this without a pseu-  The theorem following Construction 5 shows that the
dorandom permutation, it is not possible for all permuta- ¢onstruction is secure provided the Decision Diffie-Hellman
tions. Consider the extreme case of the identity permuta-(ppH) assumption is hard. We informally state the assump-
tion. If o is the identity permutation, then it is possible for jgp here, referring the reader to [1] for a more precise and
the group manager to choosg;(z,y) = sm,;(z,y) for detailed discussion and to [29, 10] for examples of proofs
j';j €{1,...,m}. The resulting construction is vulnerable  of reduction to the DDH problem. DDH is defined for any
to exactly the kind of attack we just described. At the other cyclic groupG and generatoy. The DDH assumption is
end of the spectrum, itis also possible to use a truly randominzat it s difficult to distinguish between the distributions of
permutation to reduce overhead. However, since this po- g%, g%, g®) and (g7, ¢°, ¢°), wherea, b, andc are chosen

tentially places a heavy computational burden on each usefandomlyin{1, ..., |G|}. DDH is believed to be intractable
(note that in Construction 3 the burdens of unconditional j, groups of large prime order.
security are only experienced by the group manager), we pgefore beginning the construction it is helpful to intro-

don’t propose such an approach. Hence, we choose to use gyce some additional notation. Givéiw) = ag + a1z +
pseudorandom permutation in our construction, while not- + izt € Gla], let g/ (@) = (g%, ..., g%).

ing that there are other secure options.
The proof of security for this construction is in Ap- Construction 5 A Long-lived Variant of Construction 3.

pendix E. We state the theorem here for completeness. N o
1. (Initial Set-up) Lett be a positive integerg a gen-

Theorem 2 Construction 4 is a self-healing session key erator of a subgroupZ, C Fy, of prime orderp,
distribution scheme withrrevocation capability. and N € Z, be such thatN ¢ {1,...,n}. The
group manager chooses? polynomials inZ, [z, y| at
6. Extending the Lifetime random, {s ; (2, y) }r.jeq1,....m}, Where for eachr, j,
spj(Tyy) = ag’f) + a%a: + ag’jy +...+ a::fxtyt.
After a set ofm sessions has expired in Constructions 3 For i € {1,...,n}, userU; stores the personal key:
and 4, some rekeying of the users is necessary before dis-  S; = {N,4,s11(4), ..., 5m.1(4,%), 51.2(4,9), ...,

tributing new session keys. This is so because the state of s, 2(4,%), ..., S1,m(4,9), - - -, Sm.m (4,7) }



2. (Set-up for thexth set of m sessions) The group man- implementation of our schemes — with the chosen parameter

ager randomly chooses integerg, ..., vy, ,,, € Z; values —is possible.

and broadcastg'"1, ..., g"mm. Fori=1,...,n, U; The work described in this paper is part of a larger
computes a new personal key, project investigating secure group communication for large,
{gVita%ts (i’i)}jf,jeu,...,m}- The group manager ran-  dynamic groups. In particular, the project is concerned with
domly chooses(y,..., K2 € Z, and thet-degree groups with 10,000 (or more) members, in which member-
polynomialsp, ..., p% € Z,[z]. Note that this de- ~ ship may change frequently (possibly every few seconds).
termines the polynomialgy,...,q% € Z,[z]| as in Our schemes are well-suited for this setting because the sys-
Construction 3. tem parameters affecting broadcast size are either indepen-

dent of the number of members (as is the caseripthe
3. (Broadcast in session j of theth set of m sessions) nymper of sessions, and the key size,q, whose value is
LetA,R C {Uy,...,Us}, |[R| < t, denote the active  getermined by the necessary cryptographic strength, which
users and the revoked users, respectively. The groupjs typically much larger than the group size) or grow much
manager choose’ C Z, such that|W| = ¢, the  more slowly (as does the collusion resistange, The ac-
indices of the revoked users are containedlinand 3] session length will vary according to the key size used

the indices of the active users are not, aN?gé VZ and the rate of change in group membership. In practice,
The broadcast in period € {1,...,m}, is B; U B3, we anticipate it will be in the range of a few seconds to a
where: minute.
Bl {gp],,(w)ﬂ;xcjsj,_’j(]v@)} o _ _We _determined thay (recall, all operations are in the
J J=lyennd= finite field ,) should be at leas?®*, i.e., a 64-bit num-
U {gf+visia(Na)y ber. This ensures that we can broadcast session keys
4y (@) v s (Na)y Ki,..., K, that are also 64 bits long. Presumably, these
U {g T }47’:47+1,.~~,m . . . L
) 0% 5.0 (w.2) session keys will be used in a symmetric cipher such as
B = A{w,g"%% fwew jref1,...m} AES, for which a 64-bit key currently provides reasonable
_ security for a short-lived session key.

4. (Session key and sh(a]\;e;s, recovery)  The maximum packet size in an IPv4-based network is
U; recovers . {9 e 1, my 64KB. Figure 3 shows possible values farandt, given
using {g”ﬂjsﬂﬂlﬂ)}j,e{l,_“’m} and this constraint. We note that larger broadcasts are less likely
{guﬁjsﬂ"(w’i)}wew,yeu,..‘,m}- This enablesU; to reach their destinations: If we assume packets are lost in-

dependently at random at a rate of 1%, and consider a key

to recover thejth session key™Si and the shares, U
{gpj/(z)}j/:Lm’j_l and{gqf’“)}j/:l,m,j_l distribution broadcast made out of 45 such packets (frag-

ments§, then there is a 36% chance that one fragment, and
Note that2t + 1 users can p00| their persona| keys and hence the broadcast as a whole, will not reach its destina-

reconstruct{ s, ; (z, )} j, and then these users are able to tion. If the loss rate reaches (a fairly high) 5%, then the
retrieve session keys for the lifetime of the scheme. Hence,Probability that our 64KB broadcast goes through is only
even with this long-lived self-healing scheme, occasionally 10%. In other words, recipients will see only every tenth
“re-starting” the scheme by securely sending each user @roadcast. Choosing, to be between( and20 should ad-

fresh personal key, is desirable. dress this problem as users will, in fact, very likely be able
The proof of security for this construction is in Ap- t0 recover missed session keys through self-healing.
pendix E. We state the theorem here for completeness. Fixing m to be between0 and20 leaves us with values

for t betweenl5 and20 for Construction 3, and even larger
Theorem 3 Construction 5 is a computationally secure, values for Construction 4. The dynamic nature of the group
long-lived, self-healing session key distribution scheme with supports providing only a moderate degree of collusion re-

t-revocation capability. sistance. Because the group is dynamic, collusions formed
in a previous session may not be as useful in the current
7. Practical Issues one g.g.,if a member is now revoked, and hence, doesn’t

have useful information on the current session key), so a
ecertain amount ohewcollusion may be necessary in each
session. The difficulty in forming useful collusions within

a short time period reduces the needed degree of collusion
resistance. Therefore, the above mentioned valuesdod

A number of practical issues need to be addressed befor
deploying the constructions of this paper in real-world ap-
plications. First, we need to consider the scenarios in which
self-healing key distribution schemes would be applied and
determine the system parameter values that are appropriate 2yost Ip stacks will break large UDP packets down to 1500-byte
for these scenarios. Then, we need to ensure that an efficientthernet-packet-sized fragments.




70 180

60y |

60 1 . .

. i Construction 3 140 1 Construction 4
120 1

40 1 \

100
m m
30

; 80
20 1 \ 60
40 -
10
LN B A BN B R B B B R B R B L L L |

20

Figure 3. Possible values for m and ¢, given a maximum broadcast size of 64K.

m should be adequate for most applications. in which anytwo packets that “sandwich” a session suffi-
If the high likelihood of broadcast loss and the associated ciently closely, can be used to recover that session’s key.

high latency for key recoveny.€., it may take a few ses-

sions until we learn the key of a lost broadcast) associated

with Construction 3 is unacceptable for a given application, 8. Open Problems

there are two straightforward solutions. First, the applica-

tion can use Construction 4 and/or use smaller values for

andm. This will decrease the size of the broadcast substan- We have shown that self-healing key distribution pro-

t|a||y, and lower the probab"ny of broadcast loss (|n which vides reliable multicast session key distribution in a manner
case a smallem is sufficient). Second, an implementation that is stateless and conducive to traceability. A reasonable

in which the group manager broadcasts the- 1 shares degree of resistance to both adversarial coalitions and net-
for previous and future keys, and the current session key,Work packet loss can be achieved with overhead of just a
independenﬂy, can be use'de(’ the group manager per- Single UDP paCket per session. In addition, members who
forms the fragmentation). With such an implementation, €xperience packet loss can recover missed session keys ef-
m smaller broadcasts are used to send the same informatioficiently upon receipt of a single additional packet. Many
as is currently done in one broadcast. Every single one ofoP€en questions remain. We have presented constructions in
the smaller broadcasts has a higher probability of reachingwhich the number of sessions, contributes linearly to the
its target, and the receivers can still use the subset of shareBroadcast size. It would be interesting to explore compu-
they receive to self-heal on some of the missed broadcasts tational versions of self-healing key distribution further, as
One concern about the schemes presented here is thdp this setting it may be possible to remove theterm en-
they are defined over a fixed period of sessions' and tll’ely In addition, it's unclear whether the degl’eetd]ﬁ the
hence, session keys corresponding to sessions late in thBroadcast size can be reduced.
sequence are more vulnerable to packet loss because there In a sliding-window variation of this approach, users are
is less opportunity to form a “sandwich” of received pack- able to recover any lost session key, provided bursts of loss
ets. This may also be true of session keys correspond-amongst the key distribution packets are of length less than
ing to the beginning sessions (although, if unicasts are al-m. When self-healing is implemented over a fixed set of
ready being used to distribute personal keys, it might makem sessions, there is a reduced resistance to loss for session
sense to send the first key distribution packet via unicast,keys associated with the last few sessions—sliding window
as well). By makingm a bit larger, we can ensure that self-healing corrects this problem by ensuring that mem-
with high probability each user will either receive, or be bers recover information about session keys in a window of
able to recover via self-healing, most of the session keys.constant size around the current session, no matter what the
However, there is still the issue of distributing new personal actual session number is. Many of the techniques of this pa-
keys to each in member in order to deploy the self-healing per can be used to implement a sliding window self-healing
key distribution for a new round ofr sessions. In Sec- scheme. The factthat new personal keys are needed with ev-
tion 6 and Appendix E, we discuss a way to eliminate the ery session presents an interesting problem. The techniques
need to individually re-key every group member after ev- of Section 6 provide one solution, but since the cost of the
erym sessions. Furthermore, we are also currently working modular exponentiations involved may be prohibitive, it is
on sliding-windowversions of the schemes presented here, interesting to look for other alternatives.
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A. Information Theory Tools

In this section we give a brief overview of the informa-
of Secure Multicast Re-keying Schemes using Perfection theory tools we use. For details on the topics presented
here, we refer the reader to [13].

Let X be a random variable that takes values in the

the finite setX, according to the probability distribution

{p(z)}+cx. Theentropyof X is defined to be:

H(X) = —Xgexp(z)logp(z)

Thelog above is to base two, hence entropy can be ex-

pressed in bits.
amount of information contained in a random variable. For

Intuitively, entropy is a measure of the



example, the entropy of a variable who's value is deter-
mined by a random coin flip is 1; it contains one bit of
information as the coin can be heads or tails.

We also makes use of the concepts of conditional en-
tropy and joint entropy. Let” be a random variable that
takes values in the the finite s@t according to the prob-
ability distribution{q(y)},cy. Theconditional entropyof
X givenY is:

H(X|Y) =Yyeyq(y) HX|Y = y)

To define joint entropy, we need the concept of a joint prob-
ability distribution. Let the probability that random variable
(X,Y) takes on the valugr, y) wherex € X andy € Y be
denoted by-(x, y). Thejoint entropyof X andY is then:

H(X7 Y) = _EIGXEyGyr(xv y) IOg’I"((E, y)

The chain rule for entropy state is stated below without
proof (see [13]).

Theorem 4 (Chain Rule) Let X4, . .., X; be random vari-
ables with joint probability distribution denoted by
{r(xla cee 7xt)}'
ThenH (Xy,...,X:) =3 H(X;|Xi—1, ..., X1).

We introduce a technical lemma that follows naturally
from the properties of the entropy function.

Lemmab5 Let X, Y, Z denote random variables. If
H(X|Y,W) 0 and H(X|Z, W) H(X), then

H(Y|Z) > H(X).

Proof:

H(Y|Z) H(Y|Z)+ H(X|Y,W,Z)
H(X,Y,W,Z)— H(Z) — HW|Y, Z)
H(Z)+ HW|Z)+ H(X|Z,W)

+ H(Y|X,Z,W)—H(Z)

H(WI|Y, Z)

H(X)+H(W|Z)+ H(Y|X, Z,W)
H(W|Y, 2)

H(X)+ H(Y|X,Z,W)

H(X)

(A\VARLYS

B. Proof of Security for Construction 1

Lemma 1 Construction 1 is an unconditionally secure,
self-healing, session key distribution scheme (with no revo-
cation capability).

Proof:

Part three of the Construction 1 describes how mem-
ber U; recoversK; from B;. Because the polynomials
{hj(®)}jeq1,....m) are chosen randomly, no information
about
Zij = {pl(i)7 s ,pj71(i), Kja qj+1(i)7 s 7Qm(i)} can be
learned from the broadcast without the help of personal
keys, and becausp; ()} eq1,....my aNd{K;}jeq1,....m}
are chosen randomly, no information ey); can be deter-
mined from{%;(z)}e(1,....m} Without any broadcasts.

The construction is self-healing because foK j; <
Jj < j2 <m,andi € {1,...,n}, K; can be reconstructed
from B;,, B;, and.S; as follows:

p;(9) (hj(x) 4+ pj(2))|a=i — (i)
q; (%) (hj(x) + qj(x)) o= — hy(7)
K; = p;(i)+q;(2)

Finally, because there are no revoked users in this
scheme, attacks in which colluding users attempt learn ses-

sion keys they aren'’t entitled to, aren’t relevant.
l

C. Key Distribution and the Proof of Security
for Construction 2

In a key distribution schem@&,), the group manager seeks
to establish a new key; € F,, with each usel/; over a
broadcast channel. We state the definitions important to un-
conditionally secure key distribution in words below and, in
each case, provide the corresponding information theoretic
equation for clarity. Following the definition is a proof of
security for the key distribution scheme of Construction 2.

Definition 3 [Key Distribution.] Lett, i € {1,...,n}.
1. Dis akey distribution scheme if the following are true:

(a) For any membet/;, k; is determined bys; and
B (H(k;|B, S;) = 0).

(b) For any setB C {Ui,...,U,} such that
|B| < t, and any userU; ¢ B, the users
in B are not able to learn anything abou;
(H(ki, Sil{Si}vren, B) = H(ki, Si)).

(c) No information on{k;}ic1,....n} IS learned
from either the broadcast or the personal keys,
alone H (k1,...ky|B) H(ky,.. k)
H(ky, ... kn|S1,...,5)).

2. D hast-revocation capability, if given any sdét C
{U1,...,U,} such that|R| < ¢, the group man-
ager can generate a broadca#, such that for all
U, ¢ R, U; can recoverk; (H(k|B,S;) = 0),
but the revoked users cannot recover any of the keys
(H (K1, ..., kn|B, {Sir Y, er) = H(ki, ..., kn)).



Lemma 3 In an unconditionally secure, self-healing ses-

_ . - sion key distribution scheme (with no revocatiaH),5;) is
Lemma 4 Construction 2 is an unconditionally secure key () logg.

distribution scheme withrrevocation capability.
Proof: First note thatt/ (B;) > H(z1j,. .., 2n,;) follows

Proof: A memberUi recovers the new ke}yz as described from Lemma 5 and the f0||owing two equa]ities:

in step three Step 3 of the construction. To prove resis-

tance to collusion, first consider a settofolluding users H(z1j, 20 |Bj k1, k) =0

A, and a membet/; ¢ A. We show that it is impossi- '

ble for coalitionA to learnf (i) because knowledge gf(i) Az, oosznglbnsooskn) = H(zgs e 2n,)
implies knowledge of(NV, ) and the coalition has no in-  gq it suffices to prove a lower bound &f(z; ireer Zn)-
formation on the latter value. As described in Step 3 of ’ ’
the construction, the users it can determine(x, ¢) for H(z1j,. . 2n5) = H(zij,...,25)

everyU, € A. Infact,Uy,cazi; = {s(z,0) : Uy € A} = H(z1,) + H(z,l7,)

Hence, A knows the following points on the polynomial
s(N,x): {s(N,i) : i € A}. Becauses(V, z) is a polyno-
mial of degree and the colluding users only havgoints Applying Lemma 5 once again and using the fact that,
onit, s(INV, ) still appears to be randomly distributed to the e to self-healing, for < s < t:
colluding users, and sqf(:) appears to be randomly dis- -
tributed toA: H(f(i)|f(z) + s(N,z), {(w, s(w,x)) : w € H(K;41, .. Km—1l2s, 2sm) =0
WA s(6,0) < € € A}Y) = H(f(0)). S

In addition, note that ifA consists entirely of revoked
users then the coalition knows only- 1 points on each of H(Kji1,. . K1)
the polynomials{s(z, ¢) : £ € A}, which implies thatf (¢)
also appears randomly distributedAdor every/ ¢ A. [J

+...+ H(zt,j|zt71,ja .. -azl,j)

H(Kji1,.. . K1l Zs—1,5: Ze,m) =

It follows that
H(zs4|z14,. 5, 26-1,4) > (m —1— j)logq.
Note that forl < s < ¢ the following two equalities also

D. Lower Bounds hold (again, by self-healing):

KEY DISTRIBUTION WITHOUT REVOCATION We prove H(Ka, ..., Kj_1]zsj,251) =0

lower bounds on communication and user storage in un- H(Ka,...,K; 1|21 j,...,25-1,251) =
conditionally secure, self-healing session key distribution H(Ky,...,K; 1)

schemes (see Definition 2). The bounds agree with the in-
tuition that a user must have independent pieces of secret Hence, from Lemma 5 it is also true that

information for each session, and that the size of the broad-H (z; ;|21 j, ..., 2s-1,;) > (j —2)H(K;). Combining
cast messages is correlated with the number of sessions antthese two lower bounds, it follows that for< s < ¢ — 1,

the collusion resistance. Construction 1 is essentially tight H (zs j|z1,5,...,2s-1,5) > (% —2)H(Kj;), and so,
with both of these bounds. H(B;) > t(§ —2)logg.

Lemma 2 In an unconditionally secure session key distri- E. Proofs of Security for Constructions in the

bution scheme, if usdr; is entitled to allm session keys, ComPUtat'onal Setting
thenH (S;) > mloggq, for eachi € {1,...,n}.
In this appendix we prove the security of Constructions 4
Proof: Since H(K;,...,Knu|Bi,...,Bn,S;) = 0 and and 5.
H(Kl, ceey Km‘Bl, ey Bm) = H(Kl, - 7Km,), it fol-
lows from Lemma 5 thatH(S;) > H(Ki,...,K,).
The session keys are chosen independently at random, sof heorem 2 Construction 4 is a self-healing session key
H(K,,...,K,) = HK)) + ...+ HK,,) = mlogg, distribution scheme withrrevocation capability.

and the result follows. : .
Proof: Becausey j/, j, the degree ok, (x) is 2t, it takes

The following result relates the size of the broadcasts in the collusion of2t + 1 users to compromise the scheme
each session to the number of sessions and the collusiothrough knowledge of those polynomials. Hence, this mod-
resistance. ification of Construction 3 does not reduce the collusion re-

sistance. Once each user has calculated their personal keys



{sj5(i,4)}js=11,...,m}, broadcastp3; of Construction 4, is
indistinguishable from broadcad$, of Construction 3, to

a polynomial time adversary, becausés a pseudorandom
permutation. Consequently, the properties of self-healing
and t-revocation capability are inherited from Construc-
tion 3. Hence, it suffices to show that there exist polynomi-
als, {sj;;(z,y) }1<j<m, that satisfy the constraints of the
construction. This follows because for eg¢h=1,...,m,

B3 providest(t + 1) equations in thét + 1)* coefficients

of s;.;(x,y). Further, these equations are linearly indepen-
dent, sot 4 1 of the coefficients may be chosen at random
and the remaining coefficients are determined by the equa-
tions. For completeness, we list those equations for a par-
ticular j' < j, where

t,t
8505 (2,y) = o0 + Co12 + c10y + - .. + ¢’y

and

group manager can generate a broadcBst such that
forall U; ¢ R, K; can be efficiently computed fraf)
andS;, but it is infeasible to comput&; from 5; and

{Si}v, er.

3. D is self-healing if the following are true for arly <
J1<j<jz<m

(a) For anyU; who is a member in sessiofis and
Jj2, K can be efficiently computed from the set,
{ij1» 212}

(b) For any disjoint subset®,C c {Ui,...,U,}
where |[B U C| < t, it is infeasible to com-
pute Ki from the Set{Zi/J}Ui,eBJSijl U
{2 v ecm>izjo-

Theorem 3 Construction 5 is a computationally secure,

Vw € W, 8 (w, ) = by + bz + ...+ bz’

long-lived, self-healing session key distribution scheme with
t-revocation capability.

Proof: The self-healing property andrevocation capabil-

sjgj(wl,x) = (6070 +crowr + ...+ Ctﬁowlt) 4+ ...

ity within any set ofm sessions, follow from Construc-

of computationally session key distribution in this setting that a coalition oft users,U, ..
for completeness.

Definition 4 [Session Key Distribution]
Lett,i € {1,...,n}andj € {1,...,m}.

t tion 4. Hence, it suffices to show that to a polynomial time
adversary, Construction 5 is as secure as restarting Con-
struction 3 after everyn sessions with new secret keys for
all users, provided DDH is hard.

For simplicity of exposition we consider the case= 1
in detail, and sketch the proof for larger.

Note that whenn = 1, the scheme reduces to using the
key distribution mechanism of Section 3.2 to distribute the
session key. We simplify the notation for this case and write
theath broadcast as:

vt (cop e gwr + .+ et
= o™ (b)) 4+ ™ (B )z + . ..

o™ ()t

sjii(wg, x) = (co0 + crows + ... + Ct,()wi) +..
vt (cop e w . F Ct,tw§—1)$t
— o™ () 4+ 0™ (B

o+ O_m—j’(b%u,,)xt B = {gKa-Q—Ua(s(N,x))’ gva(s(wl,w)) 7gva(s(wt,w))}

0 We show that ift revoked users can determine the ses-
Before proving the final theorem, we state the definition sion key, then there exists a DDH oracle. To see this, note
., U;, who are revoked in
theath iteration of the construction, and so aren’t entitled to
K,, can be modeled as an algorithdy, for somei € Z,,,
that takes as input polynomially many (#) (2t + 1)-tuples,
(gvg7gvﬁs(1,l)7 L ’gvgs(t,t)7gvgs(N,l)’ L 7gvgs(N,t)), and
a challenget(+ 2)-tuple: (g%, gv>*(L1) . gvas(®l) &),
A; is successful if it has a nonnegligible advantage in de-
termining whethery = ¢v~((N:9) or a random element of

1. Dis a session key distribution scheme if for any mem-
berU;, K; can be efficiently computed frofhand S;,
although if either the set ofi broadcasts or the set of
n personal keys are considered separately, it is com- Zp. )
putationally infeasible to comput; (or other useful Algorithm .A; can be used to produce an algo-

information) from either set. In addition, itis computa- "thm A for solving a variant of DDH in which the
tionally infeasible for a set of users,B, to determine problem is to distinguish between thet (+ 3)-tuples,

a b by ab aby
a personal key of a user outside Bf (9%, 9%, ..., 9"+, g%, ..., g+t ) and
(g%, g%, ..., gbe+1, goer, ..., goce+t), where
2. D hast-revocation capability if given any set of re- a,b1,...,bi41,¢1,...,¢c4401 are chosen randomly in

voked user® C {U;,...,U,} such thatR| < ¢, the Z,. We denote the challenge tuple associated with this



DDH variant by (g%, ¢*,..., g%+, v1,...,7+1). Be-
cause this variant is at least as hard as DDH, showing
that algorithm.A; provides an algorithm for solving the
variant suffices to prove the construction is secure (when
m = 1) assuming DDH is hard..A" works as follows.

A’ first generates polynomially many randoms and
random values to correspond {1,1),...s(t,t). Us-

ing the portion of the challenge that represents¥-*),
(g%, ..., g%1), A can determinegs(N:1) . gs(N:t),
and from-~yy, ..., v1, A’ can determine a candidate for

g(N:0) which we denote by. A" inputs to.4; the tuples
(gvg7gvgs(1,1), o 7gvgs(t,t)7g'ugs(N,1)’ o 7gvgs(N,t))
for all 3, and the challenge(g®, g%, ..., g"%+,y) and
outputs the answer provided b¥;. Note thats(z,y) is
not over-constrained becaugé ¢ {1,...,n}, and so
the inputs to.4; are consistent. To see what advantage
this gives A" recall that.4; returns “yes” if it believes
= ¢os(N:9) S0, a positive answer fro; only shows
that g/ (@) = (g>1,..., g"+1) agrees withg®*(V:2) at
x = 4. This implies thatf(i) = a(s(N,i))modp. There
arep’ such polynomialsf(z) € Z,[z], of degreet and
only one of them isa(s(N,x)), hence the probability
that a randomly chosen polynomial, that's different from
s(N,x), agrees withs(N, z) atz = i, is % < 1. This
implies that the advantage of is at least(1 — %) times
the advantage ofl.

To extend the proof tan > 1, note that because each of
the polynomials in the sefts,. ;(z,y)}, jeq1,...,m} are cho-
sen independently at random, the proof technique can es-
sentially be repeatedh times to show that revoked users
are unable to determine anything abgtit: (V-#) for anyj’,

j, if DDH is hard. O



