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Abstract

Advances in distributed systems and networking
technology have made interoperation not only feasible
but also increasingly popular. We define the interop-
eration of secure systems and its security, and prove
complexity and composability results on obtaining op-
timal and secure interoperation. Most problems are
NP-complete even for systems with very simple access
control structures. Nevertheless, composability reduces
complexity in that secure global interoperation can be
obtained incrementally by composing secure local in-
teroperation. We illustrate, through an application,
how these theoretical results can help system designers
m practice.

1 Introduction

Recent advances in distributed systems and net-
working technology have made interoperation not only
feasible but also increasingly popular. For exam-
ple, heterogeneous databases can be linked by high-
speed networks that consist of heterogeneous net-
works connected by gateways. In such an applica-
tion environment, heterogeneity (such as in data se-
mantics, data representation, and communication pro-
tocol) among system components must be reconciled
properly. Some research efforts are under way to deal
with these problems [SL90].

One attribute of interoperation that needs recon-
ciliation but has not been closely studied is security
with regard to access control. Consider an appli-
cation involving multiple systems dealing with com-
merce (e.g., national credit databases), finance (e.g.,
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stock market information systems), medicine (e.g., pa-
tient records), and defense, each having a distinct ac-
cess control structure. To facilitate information ex-
change among such systems, some mapping between
the heterogeneous security attributes must be intro-
duced, for example, by the system administrators.
Current practices show that these mappings, even if
chosen carefully, can result in security breaches that
previously did not exist in any individual system (e.g.,
[U.S87, U.S90]).

Secure interoperation is a serious concern for mil-
itary systems!' as well as commercial ones. For ex-
ample, consider the information system of a major
research organization where Alice, being a project
supervisor, 1s allowed access to Bob’s files, but not
vice versa. Suppose that this organization has just
been purchased by a corporation where Charles is Vice
President for research and Diana, being his secretary,
has access to his files. After the merger, it seems natu-
ral to permit Charles to access Alice’s project papers.
But if Bob should be allowed access to Diana’s file
cabinet, there would be a security violation because
now Bob would potentially have access (indirectly via
Diana and Charles) to Alice’s files to which he should
be denied access.

Although the security violation in this example may
not be too difficult to remove, a real-world system
could have hundreds or thousands of entries in its ac-
cess control list so that choosing a secure yet satis-
factory (e.g., with maximum data sharing) mapping
between many such access control lists is a daunting
task. In other words, interoperation of systems with
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heterogeneous access control structures poses the fol-
lowing new challenges: what is the definition of se-
cure interoperation? How can security violations be
detected? And how can these violations be removed
while a maximum amount of information exchange is
still facilitated? This paper attempts to answer some
of these questions. First we turn to what we think
are the fundamental requirements in secure interoper-
ation.

2 Principles of Secure Interoperation

One essential feature in federated systems is the au-
tonomy of an individual system — each system may be
administrated independently [BGS92, SL90]. To pre-
serve this feature in secure interoperation, autonomy
in security must be guaranteed.

Principle of Autonomy. Any access per-
mitted within an individual system must also
be permitted under secure interoperation.

On the other hand, interoperation should not vio-
late the security of an individual system.

Principle of Security. Any access not per-
mitted within an individual system must be
also denied under secure interoperation.

All other new access introduced by interoperation
should be permitted unless explicitly denied by the
specification of secure interoperation. Note that, un-
less specified otherwise, by access we mean direct or
indirect access.

It is conceivable that under some circumstances a
system may be willing to sacrifice some of its auton-
omy.

3 System Model and Terminology

In our discussion, the security attributes of a sys-
tem are expressed with an access control list (ACL)
[Lam71]. We view a system as a collection of users,
machines, data objects, and others, each being a dis-
tinct unit with regard to security.

The task we are facing is the following: given a
set of access control lists that are individually secure,
define what secure interoperation is, and investigate
the complexity of detecting security violations in the
global system and that of removing security violations
while maintaining a reasonable level of interoperation.

It has been previously shown that the security of
any given access control list 1s in general undecidable
[HRU76], and some variations of the decision problem
are at best NP-complete [San92]. Therefore, we also
expect to obtain NP-completeness results and thus fol-
low the general proof method for NP-completeness to
investigate only a restricted problem where in each
ACL: (1) each subject owns exactly one file, with read
and write access; (2) a subject can have only read ac-
cess to a file owned by someone else; (3) if a subject
can read another’s file, the latter cannot read the for-
mer’s file; (4) an ACL is static in that read and write
are the only types of access specified.

Our NP-completeness results should imply similar
NP-completeness results for formations of the prob-
lem using more general access control lists. In ad-
dition, given the particular restrictions on ACL, our
results should also imply NP-completeness results for
the interoperation of Bell-LaPadula (e.g., [Lan81])
type multilevel secure systems, although our study is
not specially aimed at multilevel security either in the
sense of Bell-LaPadula or that of noninterference (e.g.,
[GM382]).

In our discussion, we use the following terminol-
ogy, notations, and definitions. Because one subject
owns exactly one file, there is no need to distinguish
between a subject and its file. For example, instead
of saying that Alice has access to Bob’s file, we can
simply say that Alice has access to Bob. We call this
combination of a subject and 1its file an entity. More-
over, it 1s obvious that one entity has access to oneself
(i.e., one’s own file), and if Alice can access Bob, and
Bob can access Charles, then Alice can access Charles
indirectly. Recall that one restriction on the ACL is
that if Alice can access Bob then Bob cannot access
Alice, we arrive at the following definition of a secure
system as specified with a restricted ACL.

Definition 1 (Secure System) A secure system is
an ACL wn the form of G =<V, A > where V is a sel
of entities and A is a binary relation “access” on 'V
that s reflexive, transitive, and antisymmetric.

Graphically, we can view a system as an acyclic
directed graph. V is the set of vertices and A is the
set of arcs — there is an arc leading from vertex u to v,
denoted by (u,v), if and only if A contains the binary
relation “u access v”. The direction of the arc is then
the direction of the permitted “access”.

Thus, for the merger example, we have Res =<
{Alice, Bob, Eve}, {(Alice, Bob), (Eve, Alice)} >, and
Com =< {Charles, Diana, Fred}, {(Charles, Fred),
(Diana, Charles)}. The graphical representation of
both systems is in Figure 1.



Figure 1: Two Separate Systems

For convenience, we sometimes do not distinguish
between an ACL and its graphical representation if no
confusion can arise.

We say that an access (u,v) is legal in G (or in A)
if and only if there is a directed path in (the graphical
representation of) G leading from u to v. We denote
this with (u,v) x G.

Suppose we have n secure systems, G; =< V;, A; >,
t=1,2,...,n, and for simplicity, we assume that all
entities are distinctly named — that is, V;NV; = 0, #
j. To facilitate interoperation, mappings between en-
tities of different systems must be introduced to reflect
the desired data sharing through interoperation. Such
mappings can be represented by a set of cross-system
“access” relations F', which is chosen possibly by an
administrator with global security responsibility or by
a select committee in charge of the individual systems.

Definition 2 (Permitted Access) Permitled ac-
cess is a binary relation F' on UP_, V; where ¥(u,v) €
FoueVi,veV; andi#j.

The fact that (u,v) € F indicates that it is thought
that entity w (in system G;) should be allowed to ac-
cess entity v (in system ;). Note that it is possible
to have both (u,v) € F and (v, u) € F.

In our example, suppose that it is decided that in-
teroperation should allow Bob to access Fred (i.e., his
file) and Charles to access Alice. Then the global sys-
tem 1s in Figure 2 where arcs belonging to F' are rep-
resented as dotted lines.

The interoperation may also mandate a set of re-
stricted access R, as follows.

Definition 3 (Restricted Access) Restricted ac-
cess s a binary relation R on UI_V; such that

V(u,v) e R, ue Vi, veV;, andi#j.

Figure 2: Interoperation of Two Systems

This is similar to a negative entry in an access con-
trol list [Sat89]. The purpose is to explicitly safeguard
certain parts of the system when the potential implica-
tions of introducing F' are unclear. In our example, we
may forbid access (Diana, Eve). R takes precedence
over F.

To give the definition of secure interoperation for a
federated system ) =< W, B >, recall that the auton-
omy principle requires that a legal access in A; remain
legal in B, i.e., if (u,v) x A; then (u,v) o< B. On the
other hand, the security principle requires that an il-
legal access in A; remain illegal in the interoperation,
e, if (u,v) & A; then (u,v) & B. In addition, all
access in R should be explicitly restricted — that is,
BN R =10 (the empty set).

Definition 4 (Secure Interoperation) @) is a se-
cure interoperation if BN R = 0, and Yu,v € V,
(u,v) x A; if and only if (u,v) x B.

F and R may contradict each other, and other se-
curity violations can also occur as a result of inter-
operation. As illustrated in Figure 3, Bob can access
Alice indirectly through Diana, which is illegal within
the research organization.

In situations like this, F' may need to be changed
or reduced to remove security violations (recall that R
takes precedence over F'). Thus, given G4, i =1, ..., n,
F,and R, our aim is to find a federated system @ =<
W, B >, where W = U,V and B C (U, A;UF)—R,

such that () is a secure interoperation.



Figure 3: Security Violation Caused by Interoperation

4 Complexity

For convenient discussion, we mark all arcs belong-
ing to Gj,¢ = 1,...,n, green, mark all arcs in the
permitted access set I’ purple, and mark all arcs in
the restricted access set R red.

The first problem we encounter is to decide if a
given interoperation is secure.

Problem 1 (Security Evaluation) Given G; =<
Vi,Ai >,@ = 1,...,n, permitted access F, and re-
stricted access R. Is < UM Vi, (U A, UF)— R > «a
secure interoperation?

Theorem 1 Security evaluation is in P.

Proof.  We prove the theorem by giving a
polynomial-time algorithm to detect security viola-
tions. Let AZT" denote the transitive closure of A;, and
BT denote the transitive closure of B = (U'_; A; U
F) — R. The algorithm is as follows.

First, check that B N R is an empty set. Then,
compute BT and A;",i = 1,...,n, and check that
BT induced by V; is a subset of A;»". If any check-
ing fails, report security violation; otherwise, report
secure. The correctness of the algorithm is obvious,
noting that the definition of B automatically satisfies
the autonomy requirement.

The complexity of the algorithm is the complexity
of calculating the transitive closures O(| U™, V; [3)
plus the complexity of the comparisons O(| U, V; |?),
so an upper bound is O(| U, V; |3). O

If B = (U,A; UF)— R is insecure, we can re-
move the security violations by reducing F' until the
resulting interoperation is secure. In other words, find

S C F such that C' = (UP_; A;US)— R is secure. This
is trivial because S = ) is definitely a secure solution.
To find nontrivial secure solutions, one choice is to
find a secure solution that includes all other secure
solutions. In other words, find S C F such that C' =
(UP_; A; US) — R is secure and, for any secure solution
T, T C S. Unfortunately, such solutions do not always
exist, as is shown by the following counterexample.

Consider the interoperation of systems
G1 =< {al,a2,a3},{(al,a2),(a2,a3)} >
and G =< {b1,62,63},{(b1,02), (b2,03)} >,
as illustrated by Figure 4. Suppose F =
{(63,a2), (a3,52)}, which obviously causes a
security violation because access (a3, a2) is
legal in the federated system but illegal in
(1. One secure solution is S; = {(a3,52)}.
Another secure solution is Sa = {(b3,a2)}.
But any solution containing both S; and S,
contains F', which causes a security violation.

g AN
a2 b2

Figure 4: All-Inclusive Solutions May Not Exist

An alternative in finding nontrivial secure solutions
is to look for solutions that cannot be expanded any
further. In other words, find a secure solution S C F
such that, for any secure solution 7', S € 1. This
problem is in P, as the following polynomial-time al-
gorithm demonstrates: start with an empty solution
S; add elements in F' to S one by one, and only if the
addition will not cause a security violation (recall that
security evaluation is in P); repeat this process until
no more elements can be added. The correctness of
this algorithm is obvious.

The three choices described so far do not give natu-
ral optimality measures. For example, a solution may
turn out to contain just one arc from F' although the



exclusion of this single arc would allow the addition of
two other arcs, with the latter intuitively facilitating
more information exchange.

Therefore, we propose two definitions that are more
natural. From now on, we stipulate that F # § be-
cause the secure interoperation problem disappears
when F' = { (and thus R = §}).

One natural optimality measure is to maximize di-
rect information sharing. Take the interoperation rep-
resented in Figure 3, for example. Arcs a and d (or ¢
and d) cause a security violation. To reduce a mini-
mum number of arcs from F', it is better to remove d
so that both a and ¢ can be preserved.

Problem 2 (Maximum Secure Interoperation)
For any positive integer K <| F |, is there a secure
solution S such that SC F and | S |> K?

Theorem 2 Mazimum secure interoperation is NP-
complete.

Proof. The problem belongs to NP because a non-
deterministic machine can guess a solution at random
and verify its autonomy and security properties in
polynomial time (refer to Theorem 1 on security eval-
uation).

The rest of the proof is to reduce a known NP-
complete problem, the Feedback Arc Set problem
[GJT9, p.192], to a restricted case of our problem at
hand. We first review the Feedback Arc Set problem:

Given a directed graph G =< V; A >, pos-
itive integer K <| A |. Is there a subset
A" C A with | A’ |< K such that A’ contains
at least one arc from every directed cycle in

G?

The restricted case of Problem 2 is when
all individual systems are of the form G; =<
{ui, vi b, {(ui,v:)} >, F contains no direct cycles, and
R = (). Here, the only type of security violation is a
directed cycle (in the federated system) containing a
green arc (u;,v;), because access from v; to u; would
become possible. Moreover, any cycle must contain at
least a green arc because there are no red arcs and no
all-purple cycles.

Our reduction, shown in Figure 5, is as follows.
Given any G =< V, A >, we define ¢/ =< V' A" >
as follows. V' is formed by splitting every vertex u in
V into a pair of vertices u; and us. We add an arc
(u1,us2), and let C' denote the set of all such arcs. Let
< {uy,us}, {(u1,u2)} > denote an individual system.
For every arc in A that ends at u, there is a corre-
sponding arc in A’ that ends at w1, and for every arc

in A that departs from u, there is a corresponding arc
in A’ that departs from us. Let ' = A’. Clearly F
does not contain any cycle.

Figure 5: Reduction

Next we need to show that this reduction is a one-
to-one mapping between the two problems in that A’
is a solution for the Feedback Arc Set problem in G,
with | A” |< K, if and only if § = (A" — A”) is a
solution of maximum secure interoperation in G/, with
S 2] A - K.

Suppose A" is a solution for the Feedback Arc Set
problem in G| then A” C A’ and | A” |< K. Let
S = (A" = A"). S does not contain directed cycles
in G, thus .S U C does not contain directed cycles in
G’ either, because of the way arcs in C' are added to
G'. Therefore S does not cause a security violation.
Moreover, since A” C A’ we have | S |=| (A'—A") |=|
A = | A" |Z] A | =K. Thus, S is a solution to
maximum secure interoperation in G’.

On the other hand, suppose S is a solution to max-
imum secure interoperation in ’. Since S does not
contain directed cycles, A” = A’ — S must contain at
least one arc from each directed cycle in A’. Because
SCA and | S |>|A|-K, |A|=|A =S |=| A
—|SIL| A | =(| A | =K) = K. Therefore, A" is a
solution to the Feedback Arc Set problem in G. a

For an NP-complete problem, one naturally seeks
good approximation algorithms. We now prove that
finding certain approximate solutions 1s also NP-
complete. Given a federated system G, we use A(G)
to denote a solution obtained by an approximation al-
gorithm, of size | A(G) |, and OPT(G) to denote the
optimal solution, of size | OPT(G) |.



Corollary 1 If P # NP, then no polynomial-time al-
gorithm for the marimum secure interoperation prob-
lem can guarantee | A(G) | — | OPT(G) | K for a

fized constant K.

Proof. Suppose to the contrary that X is in-
deed such an approximation algorithm. We show that
X can be used to construct a polynomial-time algo-
rithm Y that solves the maximum secure interopera-
tion problem, which contradicts the assumption that
P # NP.

Given GG and a positive integer K, our algorithm Y
constructs G that consists of K + 1 isomorphic copies
of G. Tt is easy to see that | OPT(G') |= (K + 1)x |
OPT(G) |. Furthermore, we can construct a solution
for G with a size of at least | X(G’) | /(K + 1) merely
by taking the isomorphic copy of (G that has the largest
solution among the (K + 1) copies. Thus, (K + 1)x |
Y(G) 2] X(G) ]

Since X guarantees that | X(G') | — | OPT(G") |<
K, we have | X(G') | =(K + 1)x | OPT(G) | K.
Because (K 4+ 1)x | Y(G) |=] X(G') |, we have
(K+1)x | Y(G) | =(K+ 1)x | OPT(G) | K,
or | Y(G)| — | OPT(G) |< K/(K + 1). This means
that | Y(G) |=| OPT(G) | and thus Y is a polynomial-
time algorithm for the maximum secure interoperation
problem, a contradiction. a

So far we have been working to find maximum sub-
sets of F' that result in secure interoperation, and The-
orem 2 and its corollary suggest that this is hard.

Another natural measure of optimality is to maxi-
mize direct and indirect information sharing by work-
ing on the whole federated system. The aim is to find
a secure interoperation with a maximum number of
legal access, instead of looking for a secure solution ¥
of a maximum size. That is, we can now change F' as
long as the new F' does not introduce an access that
is illegal under the initial set F.

Take the interoperation represented in Figure 3
again, for example. Arcs a and d (or ¢ and d) cause
a security violation. Previously, for a solution with
maximuim size, it was better to remove d so that both
a and ¢ could be preserved. Now to obtain maximum
access, it 1s actually better to remove both a and ¢ to
preserve d because the latter facilitates more (albeit
indirect) information sharing.

Problem 3 (Maximum-Access Secure Interop-
eration) For any positive integer K <| (UM, A; U
F)* — R |, is there a secure interoperation <
U?_, Vi, B > such that B C (U'_;A; UF)T — R and
|B|> K7

Theorem 3 Maztmum-access secure interoperation
1s NP-complete.

Proof. The problem obviously belongs to NP be-
cause a nondeterministic machine can guess a solution
at random and verify its suitability in polynomial time
(recall Theorem 1 that security evaluation is in P).

Again, we reduce the Feedback Arc Set problem to
a subproblem when each individual system is of the
form G; =< {w;, v}, {(ui,v;)} >. Our reduction is
identical to that in the proof of Theorem 2, as shown
in Figure 5, where | C' |=| V |. We then compute the
transitive closure of G and call it G" =< V', (At >.

We aim to prove that A” is a solution to the
Feedback Arc Set problem in G if and only if B =
(A" — A"y U C forms a secure interoperation in G/,
with | B [>| A" | -K+ |V |.

In the set of arcs introduced by computing the tran-
sitive closure, namely ((A)* — A" — (), if an arc is
within one single system, then it must be of the form
(u2,u1), which causes a security violation and thus
cannot be present in any secure interoperation. Define
R to be the subset of ((4’)* — A’ — (') containing arcs
that connect two different systems. This definition of
R effectively removes from any secure interoperation
all arcs added when computing the transitive closure,
thus the rest of this proof is essentially the same as
that of Theorem 2. ad

Corollary 2 If P # NP, then no polynomial-time al-
gorithm for the marimum-access secure interoperation
problem can guarantee | A(G) | — | OPT(G) |< K for
a fired constant K.

Proof. Similar to the proof of Corollary 1. a

The above results show that the problems we are
investigating are NP-complete in general. Neverthe-
less, we have found a special case where finding an
optimal solution takes only polynomial time.

Problem 4 (Simplified Maximum-Access Se-
cure Interoperation) Suppose that every G; is a
total order, and graph < U, Vi, F > s acyclic.
For any positive integer K <| (U'_A; U F)T |, is
there a secure interoperation < U;_,V;, B > such that
Be (UL, A UF)t and | B|> K?

Theorem 4 Simplified mazimum-access secure inter-
operation is in P.

Proof. We prove by constructing a polynomial-
time algorithm to find the optimal solution. As before,
we mark arcs in A; green and arcs in F' purple. We
mark all the other arcs in (U?_; A; U F)* yellow. Since



(; 1s a total order and F' does not contain directed
cycles, a security violation occurs if and only if there
is a directed cycle in the transitive closure Gt =<
U, Vi, (U, A; U F)Y >, Thus, our objective is to
find the maximum acyclic subgraph of GT that also
contains all the green arcs (to preserve autonomy). In
other words, we want to remove a minimum number
of arcs in order to remove all cycles.

Note that in a transitive closure, the subgraph in-
duced by all vertices on a cycle is a complete graph
— where each pair of vertices is connected by arcs in
both directions — so G can be viewed as a collection
of complete graphs plus arcs between them. These “in-
between” arcs do not introduce cycles, thus any max-
imum interoperation must include them. Therefore,
our task is reduced to finding in a complete graph the
maximum subgraph that does not have cycles (since
the number of such complete graphs in G is polyno-
mial).

By induction, we can easily prove a lemma that for
a complete graph of m vertices, the maximum acyclic
subgraph (denoted as G(k)) contains exactly m(m —
1)/2 arcs. This is obviously true when m = 2 since
m(m — 1)/2 = 1. Suppose the lemma is true for m =
k. For m = k + 1, we argue that, after adding one
more vertex to G(k), we can add exactly k arcs to
form G(k + 1) without introducing cycles. First, we
can add k arcs without introducing cycles: each new
arc departs from an existing vertex and arrives at the
new vertex. Second, if we add k& + 1 arcs, then since
G (k) contains only k vertices, there are at least two
arcs connecting the new vertex and an existing vertex.
These two arcs are necessarily in opposite directions
and therefore form a cycle. Therefore, | G(k + 1) |=|
Gk) | +k=k(k=1)/24 k= (k+ 1)k/2.

Given the above lemma, we can arrange the ver-
tices in a left-to-right line such that vertices in V; are
grouped together first, from left to right in descending
order, so that a vertex can always “access” the one on
its right side. Then vertices in Vi are similarly lined
up, and so on. Under such an arrangement, all green
arcs are in the direction of left to right. Therefore, we
only need to delete all arcs pointing from right to left,
which are either purple or yellow, and we have found a
maximum acyclic subgraph that contains all the green
arcs. The whole process is clearly in polynomial time.
O

The above theorem is very encouraging and more
polynomial-time solvable subcases would be desirable.
Next we turn to another related problem. Suppose
that the initial interoperation is already secure, or that
an approximate or optimal solution has been found.

Here the set F' may contain some arcs that are redun-
dant in the sense that data sharing provided by them
is already provided by other permitted access. There-
fore, 1t 1s quite natural to consider reducing the size
of F' as much as possible.

Problem 5 (Minimum Representation) For any
positive inleger K <| F |, is there a subset F' C F
such that | F’ |< K and thatl the sel of legal access
remains unchanged when F is replaced by F'?

Theorem 5 Minimum
NP-complete.

representation 18

Proof. The subproblem when all A;,¢ = 1,...,n,
and R are empty sets is identical to the known
NP-complete problem, Minimum Equivalent Digraph
[GJT9, p.198]. |

This result implies that, unless P=NP, any
polynomial-time algorithm for finding a secure inter-
operation cannot guarantee to result in a minimum
representation

Nevertheless, if we remove the constraint that re-
duction can take place only within F' — that is, we
ask if there is a F' C UR, ., ;.;V; x Vj such that
| F/ |< K and that the set of legal access remains un-
changed when F is replaced by F’ — then the problem
is equivalent to Transitive Reduction [GJ79, p.198],
which is solvable in polynomial time. This type of
reduction may be useful in a preprocessing step to
reduce the problem space of any algorithm used sub-
sequently. However, such a measure means that the
setup of individual systems may be changed, which
may not be desirable for other reasons.

5 Composability

To reduce the total complexity of finding maximum
secure interoperation, one area for exploration is the
topology of system interoperation. In some federated
systems, for example, interoperation is accomplished
by having a master system interacting with other sys-
tems in local interoperation [SL90]. We now prove
that in such a configuration, the global interoperation
is secure if and only if each local interoperation is se-
cure.

Given systems G; =< V;, 4; >7 = 0,1,...)n,
where G i1s the master system, let Gp; =<
Go, Gy, F; > denote the local interoperation between
Gy and G with permitted access set F;, i1 =1,...,n.
The global system is thus G/ =< UP_,V;, (Ul A4;) U
(Uzllel) .



Problem 6 (Federated Secure Interoperation)
Given secure Go;, 1=1,...,n. Is G' secure?

Theorem 6 G’ is secure if and only if Go; is secure,
1=1,...,n.

Proof. Any local interoperation of a secure global
interoperation is automatically secure. Thus we need
only to show that the security of all the local interop-
eration guarantees the security of the global federated
system. By two case studies, we show that, in the
federated system, there cannot be a legal access that
is illegal in either the master system Gy or a satellite
system G;.

Suppose there is an access (a,b) that is legal in
the federation but is illegal in the master system Gj.
Because any local interoperation is secure, the chain
of access from a to b involves Gy and at least two other
systems. As depicted in Figure 6, there must be an
access chain from a in Gy to outside, which reenters
Gy at some vertex ¢, goes out to Gy, and reenters (G
again leading to b.

Gi

Figure 6: Security Violation in Gy

Clearly access (a,c) must be illegal in Gy because
otherwise access (a,b) would be legal in Gy ;, which
contradicts the assumption that Gy ; is a secure local
interoperation. But apparently (a,¢) is legal in the
federated system excluding Gy, thus after excluding

(3, the rest of the federation must still be insecure. By

induction we can see that this implies that there exists
an insecure local interoperation Gy ;, a contradiction.

Similarly, suppose there is a access (a,b) that is
legal in the federation but is illegal in some satellite
system Gy,¢ # 0. Again, the chain of access from a
to b involves Gy, G, and at least another system. As
depicted in Figure 7, there must be an access chain
from a in G; to ¢ in GGy, which eventually leaves G at
some vertex d to enter (G; at vertex b.

Gi

-

Go

Figure 7: Security Violation outside Gy

Clearly access (¢, d) must be illegal in Gy because
otherwise access (a,b) would be legal in Gy ;, which
contradicts the assumption that Gy ; is a secure local
interoperation. But apparently (c,d) is legal in the
federated system excluding Gy, thus after excluding
G, the rest of the federation must still be insecure.
By induction we can see that this implies that there
exists an insecure G ;, a contradiction. a

This theorem implies that local secure interopera-
tion, and thus local maximization, can be computed
independently and in parallel.

Corollary 3 (Maximum Federated Secure In-
teroperation) G’ is a mazimum secure inleropera-
tion tof and only if Go; ts @ maztmum secure interop-

eration, 1 =1,...,n.

The two very positive results above indicate that
in a star-like configuration, global (maximum) secure



interoperation can be achieved in a distributed fash-
ion, locally, and incrementally as more systems join
the interoperation. We can thus say that (maximum)
secure Interoperation is composable. Note that these
results do not necessarily imply that maximum-access
secure interoperation is composable.

The proofs in Theorem 6 clearly extend to any con-
figuration of a tree structure in that if all local inter-
operation between neighboring systems are secure or
maximum, then the global interoperation is also secure
or maximuim.

Corollary 4 (General Federated Secure Inter-
operation) Secure inleroperation and mazimum se-
cure interoperation are composable in any tree-
structure configuration.

In a ring-structure configuration (or any configu-
ration containing a ring), the composability theorem
does not always hold. A simple counterexample is
when each F; contains only one arc; thus, each lo-
cal interoperation is secure, but the collection of these
plus a green arc forms a cycle and permits an illegal
access. The implication is that secure interoperation
can be joined together as long as no ring is formed.

From the proof details, we expect that the above
composability results generalize beyond the simple ac-
cess control structure we have assumed in our current
discussion.

6 An Application in Databases

An obvious application area is the interoperation
of heterogeneous databases. As more secure databases
are built and connected through computer networks, a
wide variety of secure data sources is becoming acces-
sible. One of the biggest challenges presented by this
technology is the secure interoperation of databases
containing data with mismatched access control struc-
tures [Per92]. Providing secure interoperation not
only makes it possible to reliably share data in iso-
lated military and civilian databases, but also in-
creases users’ confidence and willingness in such shar-
ing.

A key requirement in the interoperation of hetero-
geneous and especially legacy databases is autonomy
[SLY0]. Since these databases were often indepen-
dently designed to each serve the needs of a single
organization, and significant investment has already
been made into them, the interoperation must respect
their autonomy. Our definition of secure interopera-
tion properly captures the autonomy requirement in
security.

The interoperation of secure databases presents
new requirements. While the concern in the interop-
eration of databases with homogeneous access control
structures 1s how to maximize data sharing between
databases, such maximization in the interoperation
of databases with heterogeneous access control struc-
tures has to be tempered by security considerations.
In other words, the data sharing caused by database
interoperation should not compromise the security of
individual databases. This requirement is also prop-
erly captured by our definition of secure interopera-
tion.

Applying our complexity analysis to the au-
tonomous and secure interoperation of heterogeneous
databases with mismatched access control structures,
we can see that the detection of security breaches
in interoperation is easy, and the hard problem is
the elimination of security breaches while maximiz-
ing data sharing. Although the general problem is not
tractable, our results provide useful guidelines in solv-
ing this problem in practice. Some example guidelines
are

e Although the general problem is NP-complete,
the most common case in multilevel military
databases, where access control structures form
total orders, is polynomial-time solvable, as is
shown by Theorem 4.

e Although solving the general problem involves ex-
amining globally all the interoperating databases
and links between them, for the widely adopted
case of federated database systems [SL90], in
which all data sharing is carried out through the
federated schema, the problem can be solved in a
pairwise manner, as is shown by Theorem 6. This
implies that the problem can be solved incremen-
tally as new databases join the federation.

In addition, the interoperation of secure databases
suggests other natural optimality measures, whose
computational complexity we are studying now. For
example, we might want to maximize the number
of databases interoperable, thus an optimal solution
might link as many databases as possible, even if the
amount of data sharing is not necessarily maximized.

7 Related Work

Secure interoperation can in some sense also be
viewed as composing secure systems. A number of
composition methods have been proposed for build-
ing a large system out of secure components (e.g.,



[McC90]). These previous results are mostly focused
on composing systems with identical or compatible se-
curity attributes or policies, and tend to fall in the
category of multilevel security where the avoidance of
covert channels is of paramount importance. We deal
with secure interoperation of systems with heteroge-
neous security attributes, and the composition method
we examine 1s a very natural one that has been used
frequently in practice.

Another related work i1s a study of interopera-
tion of multilevel secure databases [JW94], where the
problem is security label translation. Like us, these
researchers recognize that naive interoperation may
cause security violations. They define a notion called
relation consistency and propose a label insertion al-
gorithm to achieve that. But unlike us, they do not
provide any complexity or composability result.

In [Per92] a canonical security model was pro-
posed for federated databases. The main concern was
the integration of heterogeneous security policies and
the specification of security constraints in a federated
schema. However, the problem of detecting and elim-
inating security breaches in a federated schema was
not considered.

8 Summary and Future Work

We have studied the problem of secure interoper-
ation of systems with heterogeneous access control
structures. We formed the definition of secure inter-
operation on the following basic notions: autonomy,
which dictates that legal access in one system should
remain legal in the global system, and security, which
says that illegal access within one system should re-
main illegal in the global system. We proved that even
for a very simple type of access control list, finding a
secure solution with some optimality is NP-complete.
Thus, finding similar optimal solutions for general ac-
cess control lists can only be harder. These results,
as shown by the application discussed, can help direct
system design effort to searching for approximation
algorithms and partial optimization, for example, by
using heuristic algorithms.

For future work, one direction is to improve the the-
oretical results. This includes obtaining results on the
hardness of obtaining percentage-wise approximation
solutions, where some recent work [ALM*92] may be
helpful, and investigating other optimality measure-
ments that are applicable to particular environments.
We have so far assumed that R represents direct ac-
cess that are undesirable, such as a negative entry in

an access control list. This means that an indirect ac-
cess may still be possible, as in the case of a typical
discretionary access control scheme. If we interpret re-
stricted access as banning both direct and indirect ac-
cess, then similar theorems might be obtained. For ex-
ample, Theorem 1 trivially holds. Theorem 2 (and its
corollary) should also hold because its proof is about
the subcase when R = (). Developing near-optimal al-
gorithms, possibly probabilistic algorithms, to obtain
good average-case performance is also desirable.

Another direction 1s to examine ways to distribute
the process of removing security violations from a cen-
tral control point to individual systems, for example,
by defining interfaces that preserve security. This is
analogous to the development of distributed concur-
rency control. We can also explore various topolo-
gies of system interoperation, as in Theorem 6. An-
other possibility is to divide the overall task of find-
ing maximum secure interoperation into preprocessing
and run-time processing, because the latter on average
probably does not involve a large number of separate
systems. This idea of delaying the decision to run
time can have other benefits. For example, given two
permitted access that together will violate security, in-
stead of deciding somewhat arbitrarily to remove one,
we can decide to keep the one that is first used during
run time. This is similar to the Chinese Wall policy
(e.g., [BN89]) where one access will automatically pro-
hibit future access of another kind, but which access
to prohibit is not decided in advance.
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