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1 Introduction

Requirements engineering for information security poses
two main challenges: eliciting what are the requirements
for a particular system, and figuring out how to specify
them in a way that is both perspicuous (to the problem
owner) and useful (to the developer). In this short note, I
look at some of the challenges inhow to specify security
requirements, and atwhat kind of requirements we may
expect to encounter in the future.

2 How To Specify Security
Requirements?

My prejudice is that specification of security requirements
is best undertaken using formal methods. This is be-
cause formal methods allow requirements specifications
and their refinements to be examined by mechanized cal-
culation (e.g., symbolic execution, model checking, or
theorem proving), and this is valuable because it allows
reviewsto be supplemented or replaced byanalyses. I
am using these terms in the sense in which they are em-
ployed in the guidelines for software on commercial air-
craft [13, Section 6.3]: reviews are processes that depend
on human judgment and consensus, while analyses are ob-
jective “mechanical” processes such as testing or calcula-
tion. Of course, certain questions do require human judg-
ment, and some decisions require consensus, but many
other issues are better addressed by analyses than by re-
views: analyses are systematic, can be checked by others,

and can even be automated. Especially when automated,
analyses can be more reliable and thorough than reviews,
and cheaper. And they liberate human time and talent for
those issues that really do require judgment and consensus
(see, e.g., [4]).

There are two main approaches to specifying require-
ments in a formal manner: one way is to describe a model
system that has the characteristics required and then stip-
ulate that an acceptable implementation must be a refine-
ment, in some suitable sense, of that model. The other
way is to specify the requirements as constraints that must
be satisfied by an acceptable implementation. Security
requirements have proven unusually, perhaps uniquely,
troublesome to both approaches.

The classical Bell and La Padula formulation of mili-
tary “multilevel” security is a model-based specification
that exhibits the problems of this approach to security re-
quirements specification [2]. First, one has to interpret the
“subjects” and “objects” of the model in terms of the el-
ements of the intended application. If some aspects of
the system state or behavior are overlooked, then they
may provide channels for undesired communication de-
spite verification that the application complies with the
model. Channels of this kind were present in the “Mul-
tics Interpretation” [3] that was intended to exemplify the
utility of the approach [20]. Next, the model proved too
restrictive for some aspects of the behavior of real sys-
tems, so “trusted subjects” were introduced and allowed
to violate the restrictions of the model. The problem with
this approach was that there was no overarching security
specification to constrain the behavior of the trusted sub-
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jects, nor an effective way to calculate properties of the
overall behavior of the system [15].

The Bell and La Padula model also illustrates the need
for care in interpreting formal demonstrations of consis-
tency in security requirements specifications: one of the
most useful ways to examine a formal requirements spec-
ification is to check whether it is consistent with some al-
ternative formulation, or entails some expected property.
The “Basic Security Theorem” of Bell and La Padula was
a demonstration of this kind that was advanced by some
(though not by its authors) as evidence that their model
captures the “essence” of security [9]. McLean refuted
this claim by establishing an essentially identical theorem
for a model that clearly violates any reasonable notion of
security [11]. (The problem is that the Basic Security The-
orem is a consequence of the underlying state machine
model and not of the security requirements layered on top
of it.)

Difficulties with the Bell and La Padula “model based”
approach to security requirements specification were one
of the motivations for the development of an alternative
“property-based” approach. This was first seen in work
that developed the basis for checking multilevel security
by information flow analysis [5] and was later generalized
as “noninterference” [7]. Noninterference works very
nicely for sequential systems and for multilevel security
properties, but proved difficult to generalize to distributed
systems and to nonhierarchical policies. For distributed
systems, the challenge is to find a natural formulation of
security that is compositional: that is, one that has the
property that if two secure systems are joined together
in a suitable way, then the result is also a secure sys-
tem. Straightforward extensions of noninterference are
not compositional, and those that are compositional are
not straightforward (early versions, such as “restrictive-
ness” [10] were very unintuitive) [6]. The problems with
nonhierarchical policies are similar: there are many ap-
plications where we wish to specify that information may
flow from A to B and from B to C, but not directly from
A to C. These “intransitive” policies are surprisingly dif-
ficult to specify correctly—witness a sequence of papers
each identifying flaws in its predecessor’s attempt to cap-
ture the idea [8], [17], [12], [14].

There is a good reason why these property-based for-
mulations of security requirements have proved difficult:
security is not a property! Technically a “property” is a

predicate on (or, equivalently, a subset of) the traces of
a system.1 “Liveness” and “safety” properties are impor-
tant classifications, and it is known that any property can
be expressed as the conjunction of a safety and a live-
ness property [1]. The difficulty with noninterference-like
specifications of security is that these are not predicates
on traces (thus, they are not properties) they are predi-
cates onsetsof traces (i.e., they are higher order). This is
so because we cannot tell whether a particular trace rep-
resents a run in which information flows from A, say, to
B, without knowing if there is another trace that looks the
same to B, but in which A is absent. I suspect that it is
this “nonproperty” character that makes certain formula-
tions of security so tricky to work with. I suspect also that
these difficulties are inherent, and not mere artifacts of the
technical methods used to specify noninterference.

As evidence for my suspicion, I note that many se-
curity requirements are naturally expressed in “counter-
factual” terms. Counterfactual statements concern what
might have been: “if you hadn’t been driving so fast, you
would not have crashed.” In computer security we use
statements like “information flows from A to B if B sees
different behavior when A is taken away” and “this certifi-
cate authorizes me to do this action because X would not
have signed it otherwise.” Counterfactuals have long been
studied by philosophers, logicians, psychologists and lin-
guists (see the “Counterfactual Research News” web page
at http://www.sfu.ca/counterfactual/) and
it is fair to say that their analysis still poses problems.
One issue is that when we consider what might have been
we cannot simply subtract out the event we are interested
in because that might produce an inconsistent or impossi-
ble world (e.g., a world in which you were not born but in
which your children are still present) so we have to make
some other adjustments—and how are we then to be sure
that it is not those adjustments that are the cause of the
consequences we wish to investigate. In computer sys-
tems we can avoid some of these philosophical difficul-
ties by consideringall possibleworlds in which the event

1Several variations on the precise definition are possible, but a trace
is essentially a time-ordered sequence giving the history of values passed
over the communications channels of the system: anevent(; v) corre-
sponds to the valuev being sent over channel; a trace is then a sequence
of such events recorded in their order of occurrence (simultaneous events
are recorded in some arbitrary order).
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of interest did not occur, but we will then be faced with
technical difficulties similar to those of noninterference.

Of course, the only restrictions on behaviors that we
can actually enforce in a computer system must be prop-
erties of some kind (because the enforcement mechanisms
must make decisions on the basis of the part of the current
run or trace seen so far); I have argued that they are safety
properties [16] and Schneider gives a sharper character-
ization [19]. A subtle nonproperty like noninterference
is enforced by some property (e.g., that corresponding to
Bell and La Padula) that can be shown to be at least as
strong. Since well-behaved properties are compositional,
it might seem that we could avoid a lot of difficulty by
eschewing the high-falutin nonproperty formulations of
security requirements and focusing on the down-to-earth
“shadows” that they cast as properties. There are two ar-
guments against this: one philosophical and one practi-
cal. The philosophical one is that nonproperties are of-
ten closer to the real requirements: we should get these
straight and prove that the properties we actually enforce
are indeed their stronger “shadows.” The practical one
concerns analysis of implementations—or “refinements”
as they are called in formal contexts. Because security
requirements mostly concern what mustnot happen, they
are often not preserved under standard notions of (func-
tional) refinement—which demand only that a refinement
or implementation does “at least as much” as its specifi-
cation. There is no restriction on doing “more” and this
can allow violation of security requirements (e.g., it does
no good to protect files if the implementation allows ac-
cess to the raw disk). This means that we cannot verify a
design with respect to a property “shadow” of some non-
property security requirement and then simply verify its
implementation as a refinement of the design: we need
either a “security-preserving” notion of refinement, or we
need to directly verify the implementation against its se-
curity requirements. I believe that both of these choices
are likely to require reference to the fundamental non-
property requirement.

3 What to Specify?

Multilevel security and the related notion of information
flow are considered somewhat passé today—though still
important to those who manage sensitive information, and

also relevant (under the name “partitioning”) to those con-
cerned with fault-containment in safety-critical systems
[18]. Recent interest has focussed on the needs of e-
commerce, including interesting problems such as copy-
right protection and contract signing, but what of the fu-
ture? The collapse of many dot.coms has led some to con-
clude that e-business and the Internet are also passé, but
I share the opinion (which I first heard expressed by Stu-
art Card of Xerox PARC) that the Internet has been seri-
ouslyunderhyped, and that it will continue to shape new
requirements for security. My opinion is influenced by
projections for the imminent arrival of “ubiquitous com-
puting,” which will evolve from a combination of univer-
sal communications using radio technology such as Blue-
tooth and 802.11 for the last few yards, microcell broad-
band packet radio such as Ricochet (or clunky G3 cell-
phone technology) for the last mile, and essentially free
broadband wireline for long distance, connecting small,
cheap, Internet-enabled devices: anything that costs more
than 5 dollars will have its own IP address.

The consequence of this ubiquity will be that many
interactions that were not previously mediated by com-
puters will become so, and many items that we currently
think of as products will become more like services. Here
is a trivial scenario: you throw your shirt in the washing
machine with a comment that it has a stain. Your shirt
button is a computer and knows where you have been re-
cently (it talks with the computers of the places you visit),
so it is able to tell the washing machine where you had
dinner. The washing machine contacts the restaurant and
examines your order. It determines that the stain is prob-
ably tomato sauce. It then contacts its manufacturer who
downloads the best program and detergent choice for that
stain on that shirt (the button knows what type of shirt it is
on). This technology may result in slightly cleaner shirts,
but it will certainly result also in the recording and mining
of much information that previously went unnoticed: each
of the computers involved in the scenario will send you a
selection of advertisements for restaurants, tomato sauce,
detergents, and shirts, and will sell news of your interest
in these items to every other computer on the planet.

This scenario may be a little exaggerated, but it illus-
trates what I think will become dominant security issues
in the future: concern forprivacy and for thequality
and integrity of information that is associated with indi-
viduals and their transactions. Most of us are already
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familiar with supermarket “loyalty” cards that allow the
company to record our every purchase and with browser
cookies that track our online habits, but how about wire-
less technologies that can tell where you at any time?
Privacy has many facets, but one of them is surely the
ability to separate different aspects of our lives (should
your employer know how you spend your spare time?)
and this is clearly threatened by ubiquitous surveillance.
Public concern may then generate a market for selec-
tive anonymity, and for anonymity with accountability—
concepts whose precise requirements seem quite chal-
lenging to capture. Some of the issues in attempting,
simultaneously, to satisfy requirements for privacy, ac-
countability, auditability, integrity, accuracy, and so on
are vividly illustrated by recent concerns about voting in
the USA—see Rebecca Mercuri’s web page athttp:
//www.notablesoftware.com/evote.html.

Because most of the information gathered about us is
obtained without our knowledge or cooperation, there are
few checks on its accuracy or integrity. Anyone who has
had a look at their credit report will know how false a
picture is created by sloppy, unverified, and incomplete
recording. Inaccurate credit reports are a nuisance; how
much more serious will be the consequences whenevery-
thing about us is recorded in a similarly sloppy manner?
One might hope that truly important information, such as
medical history, would be gathered and treated with more
care—and in some jurisdictions it may be (e.g., the medi-
cal smart card carried by French citizens), but good solu-
tions for decentralized societies seem an interesting chal-
lenge. As personal information is recorded more com-
pletely and more accurately, so the stakes are raised for
traditional security requirements such as authentication:
“identity theft” is becoming increasingly common, and is
devastating to its victims. Certainly, legal and regulatory
action is needed to address these issues, but I believe the
information security community should take a lead in ar-
ticulating requirements and developing mechanisms that
place as much control as possible in the hands of the in-
dividual citizen. The genuine benefits that could be pro-
vided when accurate and complete personal information is
available (e.g., automatic detection of multiple drug pre-
scriptions having potentially harmful interactions) willbe
feasible only if citizens have enough confidence to allow
its collection and integration.

Articulating the requirements and developing the
mechanisms that allow individuals a measure of control
over information collected about them is an urgent, but
“reactive,” activity in response to trends that are already
underway. A dual, more “proactive” endeavor is to iden-
tify opportunities where early focus on security require-
ments and mechanisms could enable development of new
services or improved delivery of services to the benefit of
all. To my mind these include almost all activities that
involve authentication. Why should I have to show up
in person at the consulate (or employ a service to do so)
with my physical passport to get a visa? Surely, all that is
needed is mutual authentication, consultation with a few
databases, and issue of the appropriate authorization—
all of which can be done electronically. Australia has
exactly such a system (seehttp://www.immi.gov.
au/eta/eta.htm) but it depends on information being
recorded in Australian computers (which recognize that
you are authorized when you present yourself at immigra-
tion). Would it not be better if I were given something—a
number—that intrinsically but unforgeably indicates that
I have received authorization to enter Australia? Similar
arrangements could indicate that I am old enough to buy
liquor or see a movie, or am licensed to drive a car. Oth-
ers could show that I have paid the postage on my mail,
or have prepaid for a certain number of miles of travel. It
is not hard to devise mechanisms to achieve all of these,
and some have already been implemented, but the recent
demise of E-Stamps Corporation shows that security must
be combined with adequate convenience and benefit for
customers. So the challenge is essentially one of require-
ments engineering—in particular, the integration of secu-
rity with other requirements.

4 Conclusion

The reliability of many essential services—telephone,
electric power, mail—used to be ensured by regulated mo-
nopolies. For whatever reasons, these monopolies have
been dismantled (at least, in the USA, and the forces
of globalization are likely to spread the trend) and we
(particularly in California) have seen a significant reduc-
tion in reliability. Individuals can, to some extent, pro-
tect themselves against this unreliability by means within
their own control (e.g., subscribing to two cellphone ser-
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vices, buying candles or a generator). The same trend to-
wards decentralization complicates regulation and control
of the security, privacy, and integrity of information—at
the same time as the quantity and detail of information
gathered is set to explode. Individuals have much less
ability to compensate for inadequate security than for in-
adequate reliability in the services that they use. I believe
that one of the most interesting challenges in requirements
engineering for security will be to articulate requirements
for privacy, the individual’s ability to monitor and control
information about them, and the combination of privacy
with accountability in a decentralized, deregulated envi-
ronment. The counterfactual character of many security
requirements seems to be a source of difficulty in their
formal specification, so that the technical challenges in
this field seem to present interesting research opportuni-
ties for many years to come.
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