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HILE COMPUTER-RELAT-

ED FAILURES  are known 
to play a significant role 
in deaths and injuries 
involving medical de-

vices reported to the U.S. Food and Drug 
Administration (FDA),1 there is no simi-
lar reporting system that meaningfully 
captures security-related failures in med-
ical devices.

Medical device software must satis-
fy system properties including safety, 
security, reliability, resilience, and ro-
bustness among others. This column 
focuses on the challenges to satisfying 
a security property for medical devic-
es: post-market surveillance, integrity 
and availability, and regulation and 
standards.

Medical devices depend on soft-
ware for patient care ranging from 
radiation therapy planning to phar-
maceutical compounding to auto-
mated diagnosis of disease with mo-
bile medical apps. Meanwhile, the 
medical community has observed an 
uptick in reported security vulner-
abilities in medical device software—
raising doubts of cybersecurity pre-
paredness. It should come as little 
surprise that security risks in medical 
devices “could lead to patient harm” 
as recently explained by the chief 
scientist at the U.S. Food & Drug Ad-
ministration’s Center for Devices and 
Radiological Health.6 Device manu-
facturers and healthcare providers 
ought to more carefully and deliber-
ately consider security hazards dur-

ing the phases from design to use of 
medical devices.

Measuring Medical Device Security: 
Quantitative or Qualitative?
Between 2006 and 2011, 5,294 recalls 
and approximately 1.2 million ad-
verse events of medical devices were 

reported to the FDA’s Manufacturer 
and User Facility Device Experience 
(MAUDE) database.1 Almost 23% of 
these recalls were due to computer-
related failures, of which approxi-
mately 94% presented medium to 
high risk of severe health conse-
quences (such as serious injury or 
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in January 2010. Malware had infected 
the computer systems. The conse-
quence? Patients do not receive the 
safe and effective care they deserve 
when malware causes unavailability 
of care. The VA has experienced hun-
dreds of malware infections in medi-
cal devices such as X-ray machines 
and lab equipment made by well-
known, reputable companies.

Old software, old malware. Confick-
er was detected on 104 devices at the 
James A. Haley Veterans’ Hospital in 
Tampa.6 The affected devices included 
an X-ray machine, mammography, and 
a gamma camera for nuclear medicine 
studies. Conficker is a relatively old 
piece of malware with well-known mit-
igation strategies. Why does old mal-
ware persist on medical devices?

We observe that one of the cultural 
challenges to improved cybersecurity 
and therefore safety and effectiveness is 
a lifecycle mismatch. For instance, oper-
ating system software with production 
lifecycles measured in months does not 
match well with a medical device having 
production lifecycles measured in years 
or decades. The equivalent of a trans-
former for impedance matching does 
not yet exist for safely connecting these 
different production cultures.

Risks of depending on unsupport-
ed software has parallels to depending 
on a device where parts are no longer 
manufactured or repaired. Medical 
devices still rely on the original ver-
sions of Windows XP (circa 2001). In 
October 2012, the Beth Israel Deacon-
ess Medical Center in Boston reported 
to the NIST Information Security and 
Privacy Advisory Board that the hos-
pital depends on 664 Windows-based 
medical devices primarily because of 
supply chain issues. Of the 664 com-
puters, 600 devices run the original 
version of Windows XP. There are no 
Service Pack 1 (SP1) machines, 15 
SP2 machines, and one SP3 machine. 
One MRI machine still runs Windows 
95. Security support for SP1 and SP2 
ended on October 10, 2006 and July 
13, 2010; security support for SP3 will 
end on April 14, 2014. In many cases, a 
medical device manufacturer does not 
provide an effective way for hospitals 
to upgrade to supported versions of 
operating systems. Today, healthcare 
providers are told to maintain a secure 
system from insecure devices.

death) to patients.1  For security inci-
dents on medical devices, no system-
atic national reporting system exists.3 
Yet, individual hospitals know of hun-
dreds of security incidents on medi-
cal devices.6

For instance, the FDA MAUDE does 
not capture adverse events such as lack 
of or impaired availability of function 
when malware infects a medical de-
vice’s operating system. The FDA’s own 
disclaimer explains that the MAUDE da-
tabase is qualitative rather than quan-
titative. MAUDE is incomplete with un-
derreporting and reporting bias. 

Imagine the reaction of a clinician 
using a high-risk pregnancy monitor 
that begins to perform more slowly 
because of a Conficker infection. 
Would the clinician report a malware 
infection? Likely not. Admitting to 
playing a role in accidentally infect-
ing a medical device would likely lead 
to consequences ranging from disci-
plinary action to loss of reputation. 
Thus, the actual incidence of security 
failures leading to healthcare delivery 
failures may be significantly greater 
than the available statistics suggest. 
To have better understanding of med-
ical device security, the bad-news di-
ode must be shorted. Reporting must 
be incentivized rather than penalized.

Consequences of Cybersecurity 
Unpreparedness for Medical 
Devices: Integrity and Availability
If you watch television crime dra-
mas, you may be duped into thinking 
that hacking of medical devices is the 
number-one risk for public health to-
day. You would be wrong. The most 
pressing risks are much less sexy: the 
unavailability of patient care and the 
lack of health data integrity. Here, we 
highlight a few examples that illustrate 
the consequences of unavailability and 
lack of integrity. 

Availability of software to deliver 
safe and effective patient care. Inter-
ventional radiology suites and cardiac 
catheterization labs contain a number 
of computer systems to perform time-
sensitive cardiac procedures, such as 
angioplasty, to open blocked arteries 
for improved outcomes in patients suf-
fering acute heart attacks or strokes.

According to the Wall Street Jour-
nal,6 a VA catheterization laboratory 
in New Jersey was temporarily closed 
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will help to gain insight into hazards 
that affect integrity and availability of 
medical devices.

˲˲ Match the production lifecycles 
of underlying software to the produc-
tion lifecycles of the medical device. If 
a component is known to have a lim-
ited lifetime, then the medical device 
using that component runs the risk of 
inheriting the limited lifetime.

Conclusion
Modern healthcare delivery depends 
on medical device software to help pa-
tients lead more normal and healthy 
lives. Medical device security prob-
lems are real, but the focus on hacking 
goes only skin deep. Consequences of 
diminished integrity and availability 
caused by untargeted malware include 
the inability to deliver timely and ef-
fective patient care. By addressing se-
curity and privacy risks at the concept 
phase, medical devices can remain safe 
and effective despite the cybersecurity 
threats endemic to computing. Securi-
ty of medical devices is more than just 
a potential problem on the horizon.	
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Integrity: High-risk pregnancy mon-
itor infected with malware. A medi-
cal device infected with malware can 
stray from its expected behavior. For 
instance, malware can cause a device 
to slow down and miss critical inter-
rupts. When this happened on a high-
risk pregnancy monitor, healthcare 
professionals could no longer trust the 
integrity of the sensor readings, and 
depended on backup methods.4

Availability: Anti-virus mishap dis-
ables hospital workflow. Anti-virus 
software can help mitigate certain 
cybersecurity risks, but can also intro-
duce its own risks. On April 21, 2010, 
one-third of the hospitals in Rhode 
Island were forced to “postpone elec-
tive surgeries and stop treating pa-
tients without traumas in emergency 
rooms” because an automated anti-
virus software update had accidentally 
misclassified a critical Windows DLL 
as malicious. The problem with anti-
virus software is that by definition, 
anti-virus software is a post-market 
afterthought to make up for design 
flaws in the device. Anti-virus software 
does not remove the need to incorpo-
rate security into the early design of 
medical devices.

Regulation: U.S. Food & 
Drug Administration Actions 
on Cybersecurity
According to the FDA mission state-
ment, the agency holds responsibility 
for protecting the public health by as-
suring the safety, efficacy, and secu-
rity of medical devices. In June of this 
year, the FDA issued draft guidance 
on cybersecurity,5 and gave examples 
of what FDA reviewers would expect 
to see during pre-market review. The 
draft guidance intentionally does not 
prescribe any particular approach or 
technology, but instead recommends 
that manufacturers consider cyberse-
curity starting at the concept phase of 
the medical device.

The FDA recommends that manu-
facturers provide:

˲˲ A specific list of all cybersecurity 
risks that were considered in the de-
sign of a device;

˲˲ A specific list and justification for 
all cybersecurity controls that were es-
tablished for a device;

˲˲ A traceability matrix that links ac-
tual cybersecurity controls to the cyber-
security risks that were considered;

˲˲ The systematic plan for provid-
ing validated updates and patches to 
operating systems or medical device 
software, as needed, to provide up-
to-date protection and to address the 
product lifecycle;

˲˲ Appropriate documentation to 
demonstrate that the device will be 
provided to purchasers and users free 
of malware; and

˲˲ Device instructions for use and 
product specifications related to rec-
ommended anti-virus software and/
or firewall use appropriate for the en-
vironment of use, even when it is an-
ticipated that users may use their own 
virus protection software.

International Role of Standards 
Bodies, Manufacturers, 
and Clinical Facilities
Standards bodies are taking actions to 
improve medical device cybersecurity. 
For instance, the Association for the 
Advancement of Medical Instrumenta-
tion (AAMI) recently formed a working 
group on medical device security that 
includes engineers from manufactur-
ing and regulators. AAMI has already 
released standards specific to network-
related cybersecurity risks (ANSI/AAMI/
IEC-80001). International harmoniza-
tion of cybersecurity guidance is likely 
on the horizon, given that phrases such 
as “security patches” appear in propos-
als from the International Medical De-
vice Regulators Forum.

Recommendations to Improve 	
Medical Device Cybersecurity

˲˲ Manufacturers should consider cy-
bersecurity during the design phase of 
the medical device. Security is difficult 
to bolt on after the fact, and is most ef-
fective when designed in.

˲˲ Incentivize user facilities (for 
example, hospitals) to report secu-
rity incidents and vulnerabilities 
that could lead to harm. This activity 

Why does old 
malware persist on 
medical devices? 


