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Abstract

Protein functional domains (PFDs) are consensus sequeiiites signaling
molecules that recognize and assemble other signaling @eemgs into com-
plexes. Here we describe the application of an approaced:Biathway Logic to
the symbolic modeling signal transduction networks at évellof PFDs. These
models are developed using Maude, a symbolic language éoluod rewriting
logic. Models can be queried (analyzed) using the execusiearch and model-
checking tools of Maude. We show how signal transductiorcgsses can be
modeled using Maude at very different levels of abstracitionlving either an
overall state of a protein or its PFDs and their interactiofise key insight for
the latter is our algebraic representation of binding et@ons as a graph.

1 Introduction

There is a practical need to represent very large biologieddorks of all kinds
as models at different levels of abstraction. For exampmlesicler the following:

e The proteome of eukaryotic cells is at least an order of miagailarger
than the genome (very large and diverse protein networks)

e A large fraction of the genome of mammalian cells (0% of the hu-
man genome) encodes genomic regulators producing very tagulatory
networks of the genome itself

e Biological networks interact as modules/subnetworks tmlpce high lev-
els of physiological organization (e.g., circadian clookmsetworks are in-
tegrated with metabolic, survival, and growth subnetwprks

In silico models of such networks would be valuable but masiehcertain fea-
tures. In particular, they must be easily modified—extermtegbdated—and use-
able by bench researchers for formulating and testing Ingsets about how sig-
nals and other changes are propagated.

Pathway Logic 2 is an application of techniques from formal methods and
rewriting logic® to develop models of biological processes. The goals of the
Pathway Logic work include: building network models thatrking biologists
and biomedical researchers can interact with and modifijmydormal methods
tools accessible to the general biological and biomedies¢arch community;
and enabling wet-lab researchers to generate informedingges about complex
biological networks.



The Pathway Logic work has initially focused on curation afdals of signal
transduction networks, including the Epidermal GrowthtbaReceptor (EGFR)
network and closely related network§'®. Signal transduction processes are
modeled at different levels of abstraction involving: fiptoverall state of pro-
teins, or (ll) protein functional domains (PFDs) and theiteractions. These
signaling networks can be queried using formal methodstdot example, by
choosing an initial condition and trying the following: @kxecution—show me
some signaling pathway; (i) search—show me all pathwagdifey to a spec-
ified final condition; or (iii) model-checking—is there a patay with certain
given properties?

In this paper we use the recruitment and activation of thguitdus Rafl
serine-threonine protein kinase to illustrate the two lewd representation and
in particular to show how PFDs are modeled and how the resuitiodel can
be used. This more detailed representation of signalinteim®in which PFDs
are explicit can be used to model domain specific interastiorsignaling net-
works, an important area of modern signal transductionarese Future work
includes expanding the collection of proteins modeled at¢hel of PFD inter-
actions as data becomes available, modeling additionahktgansduction net-
works and modeling metabolic pathways and their interastigith signal trans-
duction pathways.

1.1 Formal Methods in Biology

Formal methods techniques have been used by various grougevélop ex-
ecutable models of biological systems at high levels ofrabgbn. Typically
the techniques are based on a model of concurrent computatib associated
formal languages for describing system behavior and tamisitmulation and
analysis.

Petri nets were developed to specify and analyze concusystéms. There
are many variants of the Petri net formalism and a varietpoflages and tools
for specification and analysis of systems using the Petrimuetel’. Petri nets
have a graphical representation that corresponds natucationventional rep-
resentations of biochemical networks. They have been wssttiel metabolic
pathways and simple genetic networks (examples incdldd&:1!). However,
these efforts have largely been concerned with kinetic achgtstic models of
biochemistry. It? a more abstract and qualitative view was taken, mapping bio-
chemical concepts such as stoichiometry, flux modes, ansbceation relations
to well-known Petri net theory concepts.

The pi-calculus?® is a process algebra originally developed for describing
concurrent computer processes. There are a number of spéoifi languages
and tools based on the pi-calculus. A pi-calculus model lierreceptor tyro-
sine kinase/mitogen-activated protein kinase (RTK/-MARIKnal transduction
pathway is presented 1. Signaling proteins are represented as processes and
interactions as synchronous communications between gsesghandshakes).
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A stochastic variant of the pi-calculus is used'ihto model both the time and
probability of biochemical reactions.

Statecharts are a visual notation for specifying reactrearrent systent
used in object-oriented software design methodologieste&harts naturally ex-
press compartmentalization and hierarchical processeglhas flow of control
amongst subprocesses. The resulting models can be usaohfdatson and vi-
sualization of biochemical processes. Statecharts haate beed to model bio-
logical processes such as T-cell activatibff .

Live Sequence Chart$ are an extension of the Message Sequence Charts
modeling notation for system design. Using the associatagii?PlayOut ap-
proach, models can be built and tested by acting out reastienarios. Models
of subsystems can be combined and charts can be annotatedssértions that
allow invariants and prohibited conditions to be expressed checked. This
approach has been used to model the process of cell fatesamquiduring
C.elegans vulval developmetit

1.2 Pathway Logic

Pathway Logic is an approach to modeling biological erttitind processes based
on formal methods and rewriting logic Pathway Logic models are devel-
oped using the Maudeh{t p: // maude. csl . sri . com system, a formal
language and tool set based on rewriting logic.

Like the approaches to modeling biological processes imeadi above, Path-
way Logic models are executable—hence they can be usedriatation. In ad-
dition, the Maude system provides search and model-chgddpabilities. Us-
ing the search capability all possible future states of tesysan be computed to
show its evolution from a given initial state (specified bg giates of individual
components) in response to a stimulus or perturbation. disiodel-checking a
system in a given initial state can be shown to never exhiitipays with certain
properties, or the model-checker can be used to producehevgatvith a given
property (by trying to show that no such pathway exists).ngghe reflective
capability of Maude, models can be mapped to other formaliana exported in
formats suitable for input to other tools for additional lyses capabilities and
visualization.

Rewriting Logic®, is a logical formalism based on two simple ideas: states of
a system are represented as elements of an algebraic datatygpthe behavior
of a system is given by local transitions between stategritbestby abstractions
called rewrite rules. In Pathway logic, algebraic data $syaee used to represent
concepts from cell biology needed to model signaling preegsincluding intra-
cellular proteins, biochemicals such as second messermggracellular stimuli,
biochemical modification of proteins, protein associatiand cellular compart-
mentalization of proteins. Rewrite rules are used to mant=lllprocesses within
a cell or transmission of a signal across a cell membrane. gating network
is represented as a collection of rewrite rules togethen ti¢ algebraic decla-

3



rations. Rewriting logic then allows reasoning about gusstomplex changes
given the basic changes (rules) specified by the model. licpkar, pathways in
the network satisfying different properties can be gererauitomatically using
tools based on logical inference for execution (deductiseparch, and model-
checking.

2 Activation of Raf1 modeled at two levels

A Pathway Logic model of the Epidermal Growth Factor Rece(f&FR) net-
work (reviewed irt*>%) is being developed by curating rewrite rules for relevant
biochemical processes from the scientific literature. Depe on what data is
available, processes are modelled at different levels strattion.Level | rules
model processes in terms of overall protein states. Prdéteictional domains
(PFDs) are consensus sequences within signaling molethdéesecognize and
bind other signaling components to make complexes. Whae thenough in-
formation about a protein and the domains it contains to thgsize the details
of activation and translocatiobevel Il rules are developed. These rules model
processes in terms of protein functional domains and daxpasttranslational
modifications of individual signaling molecules are inaddn the model. A key
idea for the Level Il rules is the representation of PFDs dradr tinteractions
algebraically as a graph.

Here we use the recruitment and activation of the ubiquiteatl serine-
threonine protein kinase to illustrate the two levels ofrespntation. The Rafl
system is a reasonably well-established and detailed draofia signal inte-
grator in the EGFR network'?2. The Rafl kinase is an effector of EGFR and
other RTK signaling through the ERK1/2 MAPK pathway, whislorganized in
a module that can be represented by the kinase cascade MARKHKAPKK
= MAPK (reviewed ir?). In this module, Raf1 is a MAPKKK.

2.1 Activation of Rafl at Level |

An early step in the activation of Rafl is recruitment of @lesmic Rafl to the
inner side of the cell membrane by Ras, following stimulaté the EGFR. Fig-
ure 1 shows both a graphical representation and the Maudesergation (from
which the picture is generated) of the Level | rule 280 madgthe activation of
Rafl and its recruitment to the cell membrane. This rule Hagsif the cell con-
tains a Ras type protein with a GTP modification, activated Bad Src protein
kinases on the interior side of the cell membrane, and R&fdsghorylated 14-
3-3 scaffold/adaptor proteins, and the phosphatase PP##eioytoplasm, then
Rafl can be activated and recruited to the membrane alomgiwiB-3, leaving
PP2A in the cytoplasm.
InMaude acellisrepresented by atermofthefé@ | ... { ... }}

where the first ellipsis stands for biochemicals in or attadto the interior of the
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[?Pak-act] @cm
= i
[?Ras—GTP]@cm N )/ 7 PP2A @cyto

280 — > (_ [Rafl-act]@cm,

L

[?14-3-3phos]@cyto [14-3-3phos]@c;

I
i

crl[280. ?Ras. ?Pak. Src. PP2A. ?14-3- 3. ->. Raf 1] :
{CM| cm[?Ras - GIP] [?Pak - act] [Src - act]
{cyto Rafl [?14-3-3 - phos] PP2A }}
=
{CM| cm[?Ras - GIP] [?Pak - act] [Src - act]
[Raf1l - act] [?14-3-3 - phos] {cyto PP2A}}
if ?Ras S:Soup := N-Ras K-Ras H Ras
[metadata "21192014(R)"]

Figure 1: Rafl activation rule (Level I)

cell membrane, and the second ellipsis stands for the hioiclaés and com-
partments in the cytoplasm. A particular cell state is repnéed by replacing
the ellipses by terms representing specific biochemicalscampartments. In a
Maude rule the ellipses are replaced by patterns—termswaitlables ranging
over some set of hiochemicals, representesbasin Maude. One of the sorts is
Ras representing the Ras type proteins. We use the convengbthiiname of a
class of proteins prfixed byis a variable ranging over the corresponding sort.
Thus?Ras can be instantiated to any of the proteins in the model dedlar be

of sortRas. At Level |, posttranscriptional modification is represshabstractly
by a modification operatdr_- _] applied to a protein and a set of abstract modi-
fications. In the left-hand side of rule 280 the t§r@Ras - GTP] represents a
Ras type protein with a GTP modification, while the t§rBrc - act] repre-
sents activate8r ¢ protein kinase on the interior side of the cell membrane. The
occurrence oRaf 1, PP2A, and[ ?14- 3-3 - phos] represent Rafl, PP2A
and phosphorylated 14-3-3 in the cytoplasm. The variableandcyt o serve

a place holders for any remaining unspecified biochemicalsrion the interior
side of) the cell membrane, and the cytoplasm respectively.

In order to apply a set of rules to a particular cell, the congms of that cell
are formally represented as a multiset of ground terms {antsand other terms
containing no variables) declared to be the initial cellesté rule such as 280 is
then applied to the cell by finding a substitution of compdséar the variables
appearing in the left-hand side that make it equal to theiggjLestion (match-
ing), and replacing the cell by the result of applying the chatg substitution
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to right-hand side of the rule. Representing cell contesisgumultisets means
that the order that individual components are listed in do#smatter, and the
matching process takes this into consisderation. With bogein mind we can
see that application of rule 280 to the initial cell state:

eq cell = PD({CM| [NRas - GIP] [Pakl - act] [Src - act]
{Raf1 [14-3-3t - phos] PP2A }})

does indeed move Rafl and 14-3-3 from the cytoplasm to thebresers, activat-
ing Rafl and leaving the phosphorylation state of the 14gBe®ein unchanged.

The condition following the f in rule 280 constrains the matching protein
found for the variabldRas to be one of those listed. The term

[metadata "21192014"]

represents information that is not used in execution of tleeehbut provides
evidence and other useful information that can used in atperations on the
model. This particular metadata is the medline citatiorefpaper used in cura-
tion of the rule.

Level | rules have an alternative representation in termscofirrencs and
transitiors (corresponding to a special kind of Petri net), An occuress a bio-
chemical paired with its location in the cell. For examphe bccurrence of Rafl
on the left hand side of the rule is represented by thepaRaf 1, cyto >
andthe paik [Rafl - act], cm >represents the occurrence on the right-
hand side. A rule is then represented by a triple consistfnifpe multiset of
left-hand side occurrences, the rule identifier, and theisatlof right-hand side
occurrences. (Generic variables suctcasandcyt o are ignored.) In the pic-
ture the occurrences are represented by ovals labelled bytagpoform and the
transistion by a rectangle labeled with the rule identif@zcurrences that appear
only on the left-hand side are indicated by arrows from the twthe rectangle,
those that appear only on the right-hand side by arrows fimenréctangle to
the oval, and those that appear on both sides (enzymes,ytoesy by dashed
bidirectional arrows.

2.2 Activation of Rafl at Level Il

The difference between a Level | rule and a Level Il rule i$ ghiaevel | rule deals

with interactions between whole proteins whereas a Levell deals with in-

teractions between protein domains. In Level I, Rafl is w@red to be inactive
by (1) not having the modification "act” and (2) being locatedhe cytoplasm.

In Level 1l the phosphorylation states of relevant aminalacthe domains and
sites which are bound intra- or inter-molecularly are mad#ieit.

Based on work by Dhillon and Koléf (augmented with details from a num-
ber of other publications) we drew, by hand, a stylized diagof a possible Rafl
activation process (Figure 2). The diagram is focused oiiRéfé protein. Rafl
is represented as a list of domains (blue bars) and potgtitaphorylation sites
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INITIAL STATE:
Inactive Rafl

| sa3[rRBD|[ C1 |s259] s338|Y341 [PABM]| S621]
3 3

in Cytoplasm : ;
= Rafl.inact
Activated PKCz
phosphorylates 14-3-3. This
[PKCz - act] l Raf rule #1 causes 14-3-3 to change its
shape and loosen its hold
['sa3 [RBD [ C1 [s259 [S338 [Y341 PABM][S621 |
S|
S259 is no longer
PP2A Raf rule #2 protected by 14-3-3 and is
dephosphorylated by
['sa3TRBD[ C1 [s259]s338]Y341 [PABM[ S621] PP2A.
3
C1 and/or PABM are now
PS and/or PA Raf rule #3 exposed so Rafl can attach
to phosphatidylserine (PS)
|Phosphatiay! serine [cM] | | Phosphatidic Acid [CM] | and/or phosphatidic acid
H H (PA) which are components
S43 | RBD | C1 [S259 |S338 Y341 [PABM| S621 of the cell membrane.
[Ras - GTP] l Raf rule #4 Now that Raf1 is attached
to the cell membrane it is
[RaiBD [RaEs]] [Pho;phalidyl serine [cM] | [ Phosphatiidic Acid [CM] | :\C’fwzzz tlg;s? bound by
'sa3 [RBD| C1 [s259s338]Y341 [PABM] S621]
Activated Pak Activated Src
phosphorylates _ phosphorylates
Rafl at $338 Raf rule #5 [Pak - act] [Src-ac] Rafrule #6  RaflatY341

[RatBD [Ras]| [Phosphatidy! Serine [c) | [Phosphatidic Acid [cu] | [RatBD Ras]| [ idy! Serine [cM] | [ idic Acid [CM] |

S43 | RBD | C1 [S259]S338| Y341 [PABM| S621 S43 | RBD| C1 | S259( S338] Y341 [PABM] S621

SBD [14-3-3] SBD [14-3-3]

Raf rule #6 [Src - act] \ / [Pak - act] Raf rule #5
FINAL STATE: [RaieD (Ras]] [Phosphatiayi Serine (cvy | [ Phosphatidic Acid [ ]
Active Rafl at [543 [RBD| CI | 52505338 Y341 |PABM] S621)
Cell Membrane ] 7 7]
= [Rafl - act]

Figure 2: Raf activation (Level II)



(lavender bars) relevant to the interaction being studithsphorylation is indi-
cated by a button labeled P hanging below the site bar. Otioggips binding to
Rafl are represented by a bar labeled by the bound domaimaradtein name.
Those above the Rafl list (red) are in or attached to the cathibnane (also in-
dicated by [CM]), and those below (green) are in the cytapla3he first row
of the diagram represents inactive Rafl. It is associatéld avidimer of 14-3-3
scaffold/adaptor proteins through binding of phosphdedaserines 259 and 621
in Rafl to serine binding domainSBD) in the 14-3-3 dimer. In the diagram the
14-3-3 dimer is represented by the two 14-3-3 binding doméineen bars) and
the line connecting these domains to each other.

The arrows in the diagram indicate the progression of thigaditin process
and the arrow labels give a description of the rule govertiigginteraction and
indicate the key triggering biochemistry. For example ttigger for Raf rule#1
is activated PKCz[(PKCz - act]).

Based on this diagram, rules were written to model the stép&afl acti-
vation. To represent the functional domains of a signalir@gin explicitly, we
annotate proteins using the notationp: Protein | atts: Atts ]. Here
atts: Atts is a set of attributes representing one or more PFDs or angido a
residues (sites). Each attribute may have associated watthfis such as phos-
phorylation phos) or an indication that the domain/site is participating in a
binding bound). Thus, a protein at Level Il can be thought of as an encapsu-
lated collection of functional domains and sites. The assion or binding of
signaling proteins through their functional domains islieity represented by
edges in a graph whose nodes are protein-attribute pairexample the inacti-
vated form of Rafl shown in the first row of Figure 2 is represdiby right-hand
side of the following Maude equation.

eq Rafl.inact =
[Raf1 | (S 43), RBD, Cl, (S 259 - phos - bound), (S 338),
(Y 341), PABM (S 621 - phos - bound)]
[14-3-3a | (SBD - bound), (DMD - bound)]
[14-3-3b | (SBD - bound), (DWVD - bound), (T 141)]
e((Raf1, (S 621)), (14-3-3a,SBD))
e((Raf1, (S 259)), (14-3-3b,SBD))
e((14-3-3a,DVD), (14-3-3b,DVD)) .

The attributes

(S 43), RBD, Cl, (S 259 - phos - bound), (S 338),
(Y 341), PABM (S 621 - phos - bound)

correspond to the bars in Figure 2. The attrifu® 621 - phos - bound)
denotes the siteS 621) with two modificationgphos andbound. The mod-
ifications- phos on the sitesS 259 andS 621 correspond to the buttons la-
beled P and the modificationbound is used to indicate locally that the attribute
has a binding. In the Maude term the 14-3-3 dimer is represeby the two
14-3-3 protein terms, and the edgé( 14- 3- 3a, DMVD) , ( 14- 3- 3b, DVD) )
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The two vertical lines connecting the phosphorylated siteRafl to the 14-3-3
dimer are represented in the Maude term by the edges

e((Raf1, (S 621)), (14-3-3a, SBD))
e((Raf1, (S 621)), (14-3-3a, SBD)) .

In the Level Il representation the activation of Rafl, reyergted at Level | by
the single rule 280, requires several rules in which stratfieatures of some of
the proteins, including Rafl, are annotated with inforammabout relevant PFDs
and binding sites, and the binding between proteins is mapléci. As an ex-
ample, we show the Maude representation of the rule numieirethe diagram,
in which activated Src phosphorylates partially activaRedl at Tyrosine 341.

rl [ Raf 1#6. Y341phos] :
{CM| cmPS PA [?Slk - act]
[?Ras | GTPbound, (RafBD - bound)]
[Raf1 | (S 43), (S 259), (Y 341), (Cl - bound),
(S 621 - phos - bound), (PABM - bound),
(RBD - bound), rafl:Atts]
[14-3-3a | (SBD - bound), (DVD - bound), la: Atts]
[14-3-3b | SBD, (DWD - bound), (T 141 - phos)]
e((14-3-3a, DVD), (14-3-3b,DVD))
e((Raf1, (S 621)), (14-3-3a,SBD))
e((Raf1, C1), b(PS)) e((Rafl, PABM, b(PA))
e((Raf1, RBD), (?Ras, RafBD)) {cyto}}
=>
{CM| cmPS PA [?Slk - act]
[?Ras | GTPbound, (RafBD - bound)]
[Raf1 | (S 43), (S 259), (Y 341 - phos),
(S 621 - phos - bound), (PABM - bound),
(C1 - bound), (RBD - bound), rafl:Atts]
[14-3-3a | (SBD - bound), (DVD - bound), la: Atts]
[14-3-3b | SBD, (DVMD - bound), (T 141 - phos)]
e((14-3-3a, DVD), (14-3-3b,DVD))
e((Raf1, (S 621)), (14-3-3a,SBD))
e((Raf1, C1), b(PS)) e((Rafl, PABM, b(PA))
e((Raf1, RBD), (?Ras, RafBD)) {cyto}} .

The left-hand side of rule matches a situation in which Rafadgsociated with
a dimer of 14-3-3 proteins through binding of phosphorylegerine 621 (repre-
sented by

(S 621 -phos - bound))tothe serine-binding domaigG6BD - bound))
in the 14-3-3 dimer, represented by the edge

e((Raf 1, (S 621)), (14-3-3a, SBD)).

The additional requirements that Raf1 must be bound to Reaspghotidylserine
(PS), and phosphatidic acid (PA) are represented by thesedge

e((Raf1, Cl), b(PS)) e((Rafl, PABM), b(PA))

e((Raf1, RBD), (?Ras, RafBD))
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where the term&( PS) andb( PA) represent unspecified binding domains or
sites on PS and PA respectively. Notice that the representaf overall cell
structure is the same and that Level | and Level Il notatianpfoteins can be
mixed, only using Level Il detail where relevant. For exaerc is used as a
Level | protein (as a variableS| k) of sortSl k (Src like kinase).

In order for Rafl to be fully activated it must be phosphaigtion both Y341
(by a Src-like-kinase) and on S338 (by a member of the Pakyantti is unclear
whether Y341 or S338 is phosphorylated first. This is represkin Figure 2
by the branch in the sequence of rules. In the Maude repasamtrule 6 deals
with this ambiguity by using the variableaf 1: At t s instead of requiring a
particular phosphorylation state for S338. Rule 5 (not shjesimilarly uses an
attribute variable instead of requiring a particular plrasylation state for Y341.

The application of Level Il rules follows the same procedasefor Level I.
Although domains and sites have a fixed order within a praeguence, in the
Maude model we treat them as a set because the ordering atfomplays no
role in the processes represented. (Some ordering infammigtimplicit in the
site numbers and could easily be added if required for othgygses.)

Level Il rules for Rafl are connected to Level | by the equaiaule shown
above that converts the Level | representafRaifi 1. i nact of inactivated Rafl
to its Level Il representation, and a dual rule that convmisLevel | complex
representing activated Rafl to its Level | representatiate (7 in the pathway
shown below).

3 UsingthePathway L ogic M odel

We now illustrate some of the ways in which the tools supptigdlaude can be
used to query and analyze a Pathway Logic model. To set axtdatausing the
rules for Rafl activation at the PFD level (Level Il) we defareinitial cell state
(qr af containing inactive Rafl and postulated necessary camditio activate
it.
eq qraf = PD({CM| PS PA [Pakl - act] [PKCz - act]
[Src - act] [HRas - GIP]
{Raf 1.inact PP2A}} ) .

The formPD( ... ) represents a cell in a Petri dish, possibly with some ex-
ternal signaling compounds. As a first example of using thdet)dhe question
“can Rafl in a cell described byr af be activated?” is answered by defining
a propositionpr af 0 that expresses the query and then usingfthedPat h
query.
eq PD( out {CM| cm[Rafl - act] {cyto}} )

|= praf0 = true .

The above equation says that the proposipomf O is true for a cell if the dish
containing it matches the pattern on the left .
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The queryf i ndPat h( gr af , pr af 0) uses the Maude model checker to
find a counter example to the assertion that no state saispyiaf 0 can be
reached from the initial statgr af by applying the rules of the model (in this
case the equation fdRaf 1. i nact and Raf rules 1-7). If a counter example
is found, the query function extracts a path giving the sl rules applied
and the state reached that satisfies the progergf 0. The Maude command
red findPath(qraf, praf0) executes this query, returning the following.
resul t SinplePat h:
spat h(’ Raf 1#1. PKCz ' Raf 1#2. PP2A ' Raf 1#3. PS. PA ' Raf 1#4. Ras

" Raf 1#5. S338phos ' Raf 1#6. Y341phos ' Raf 1#7. Raf1.is. act,
PD({CM| PA PS [Pakl - act] [PKCz - act] [Rafl - act]
[HRas - GIP] [Src - act] {14-3-3b PP2A 14-3-3a}}))

The labelRaf 1#7. Raf 1. i s. act refers to a rule that converts the Rafl com-
plex from Level Il to Level | to connect with downstream Levelles.
To determine if other pathways are possible, we use thetsearamand

search graf =>! d:Dish .

to ask for all paths leading to a final state (a state to whichoece rewrite rules
apply). The answer here is that there is one final state, théoamd by the above
query, and two paths. The second path differs from the firlgtiorthe order in
which rules 5 and 6 are applied. In general we might discoudte gifferent
pathways to a given final state, and/or more than one podgiblestate.

Thef i ndPat h query can also be used to check whether a model can gener-
ate expected intermediate states. For example, propogitiaf 1 expresses the
property that a certain collection of bindings occurs.
eq PD( out {CM| cm

e((Raf1, (S 621)), (14-3-3a, SBD))
e((Raf1, Cl), b(PS)) e((Rafl, PABM, b(PA))
e((14-3-3a,DVD), (14-3-3b,DMD))
{cyto}} ) |= prafl = true .
Executing the querf/i ndPat h( gr af , pr af 1) results in a path in which rules
1, 2, and 3 have been applied.

Although these results seem satisfactory, we might be coadehat the rules
could also generate impossible or unlikely states, suctasrowhich Rafl is
bound to both 14-3-3's in the dimer as well as being bound t@RSPA. To
determine whether this possibility is predicted by the nhogle can search for a
cell state satisfyingr af 2, defined by matching the pattern

PD( out {CM| cm[H Ras - GIP]
e((14-3-3a, DWD), (14-3-3b, DVD))
e((Raf1, (S 621)), (14-3-3a, SBD))
e((Raf1, (S 259)), (14-3-3b, SBD))
e((Raf1,Cl), b(PS)) e((Rafl, PABM, b(PA))
{cyto}} )
Indeed executing the quefyi ndPat h( gr af , pr af 2) Maude confirms that
such a state is not reachable by returning the résuitPat h) . Si npl ePat h.
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4 Conclusions

Pathway Logic is an example of how logical formalisms andri@r modeling
techniques can be used to develop a new science of symbagliensy biology.
We believe that this computational science will providesggshers with power-
ful tools to facilitate the understanding of complex bidtzd systems and accel-
erate the design of experiments to test hypotheses abadufuhetions in vivo.
In particular, we are interested in formalizing models thialogists can use to
think about signaling pathways and other processes in ifamérms while al-
lowing them to computationally ask questions about possibtcomes. Here we
have exemplified our approach using the biochemistry ofadigg involving the
mammalian Rafl protein kinase.

The use of a logic such as rewriting logic for this kind of miiaig has many
practical benefits, including the ability to (1) build ancafyze models with mul-
tiple levels of detail, (2) represent general rules, (3)rdefiew kinds of data and
properties, and (4) execute queries using logical infexenc

Model validation is done both by experimental testing ofdicgons and by
using the analysis tools to check consistency with knownltes Already the
Pathway Logic models are useful for clarifying and orgargzexperimental data
from the literature. The eventual goal is to reach a level afurity that supports
prediction of new and possibly unexpected results.
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