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Abstract. The confluence property of ground (i.e., variable-free) term
rewrite systems (TRS) is well-known to be decidable. This was proved
independently in [DTHL87,DHLT90] and in [Oya87] using tree automata
techniques and ground tree transducer techniques (originated from this
problem), yielding EXPTIME decision procedures (PSPACE for strings).
Since then, and until last year, the optimality of this bound had been a
well-known longstanding open question (see, e.g., [RTA01]).

In [CGNO1]) we gave the first polynomial-time algorithm for deciding
the confluence of ground TRS. Later in [Tiw02] this result was extended,
using abstract congruent closure techniques, to linear shallow TRS, i.e.,
TRS where no variable occurs twice in the same rule nor at depth greater
than one. Here, we give a new and much simpler proof of the latter result.

1 Introduction

The fields of rewriting theory, formal language theory (and in particular
automata theory), and algebra have provided many useful tools to each other
[BO93,0tt99]. The theory of rewriting also contributes with fundamental re-
sults to programming languages (semantics, implementation, static analysis) and
automated deduction (symbolic computation, decision procedures, combination
procedures, constraint solving, parallel deduction), see, e.g., [DJ90,DP01] and
their references.

Rewriting essentially consists of the application of rules to expressions, re-
placing subexpressions by other ones (usually equivalent ones, in some sense).

Ezample 1. A (bottom up) tree automaton essentially consists of a ground term
rewrite system, like

a4 — (q
g(Qa) — (g
f(an Qf) — Gaccept

9(qg) — a4
f(qarqa) — a5

for an automaton recognizing the regular tree language f(g%(a), f(a,a)).
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String rewrite systems or Thue systems are a particular case of term rewrite
systems, restricted to the language of unary function symbols and constants. A
fundamental property of term rewrite systems is the confluence or Church-Rosser
property: it essentially says that if some irreducible expression is reached by
successive rewrite (or reduction) steps, then this is also the case independently of
which subexpression is rewritten first and by which rule, i.e., confluence converts
nondeterminism from “don’t know” into “don’t care”, thus avoiding the need
for backtracking. Therefore, confluence ensures the uniqueness of expressions in
normal (i.e., irreducible) form. For instance, the tree automaton of Example 1
can be regarded as deterministic since the rewrite system is confluent.

Confluence is, of course, a well-studied property for different classes of rewrite
systems. It is undecidable in general (see e.g., [KNO90] and its references), it
is decidable for terminating systems [KB70], and, interestingly, it is also de-
cidable for arbitrary ground systems. This latter result was proved indepen-
dently in [DTHL87,DHLT90] and in [Oya87] using tree automata techniques
and ground tree transducer techniques (originated from this problem), yielding
in both cases EXPTIME decision procedures. The basic idea is that one can build
a polynomial-size tree automaton A; accepting the triples (¢, u,v) such that u
and v are reachable from ¢, and another one As accepting the triples (¢, u,v)
such that v and v are joinable. Then, roughly, deciding confluence amounts to
checking the inclusion A; C A, which is in EXPTIME.

Since these ideas were developed, it has been a well-known open question
whether this bound is optimal (see, e.g., [RTA01]), but until last year no algo-
rithms better than PSPACE and EXPTIME had been found for ground string
and term rewrite systems, respectively, and no hardness results for these com-
plexity classes were found either.

In [CGNO1] we gave the first polynomial-time algorithm for deciding the
confluence of ground term rewrite systems. Later, in [Tiw02], this result was
extended using abstract congruence closure techniques to linear shallow term
rewrite systems, i.e., TRS where no variable occurs twice in the same rule nor
at depth greater than one. Here, we present a new and much simpler proof of
the latter result, by combining the concept of top-stabilizability from [CGNO1]
with other ideas from [Tiw02].

2 Basic Notions

Let F be a (finite) set of function symbols with an arity function arity: F —
IN. Function symbols f with arity(f) = n are called n-ary symbols (when n = 1,
one says unary and when n = 2, binary). If arity(f) = 0, then f is a constant
symbol. Let X be a set of variable symbols. The set of terms over F and X,
denoted by 7 (F,X), is the smallest set containing all constant and variable
symbols such that f(¢1,...,t,) is in 7(F,X) whenever f € F, arity(f) = n,
and t1,...,t, € T(F,X). A position is a sequence of positive integers. If p is a
position and ¢ is a term, then by ¢|, we denote the subterm of t at position p: we
have t|y =t (where A denotes the empty sequence) and f(t1,...,t)|ip = tilp
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if 1 < ¢ < n (and is undefined if ¢ > n). We also write ¢[s], to denote the
term obtained by replacing in ¢ the subterm at position p by the term s. For
example, if ¢ is f(a,g(b, h(c)),d), then t|a21 = ¢, and t[d]2.2 = f(a,g(b,d),d).
By |s| we denote the size (number of symbols) of a term s: we have |a| = 1 if
a is a constant symbol or a variable, and |f(t1,...,t,)] = 1+ [t1] + ... + |tn].
The height (or depth) of a term s is denoted by height(s) and is defined as:
height(a) = 1 if a is a constant symbol or a variable and height(f(t1,...,tn)) =
1+ maz(height(t1),. .., height(t,)).

If — is a binary relation on a set S, then —7 is its transitive closure and —*
is its reflexive-transitive closure. Two elements s and ¢ of S are called joinable
by —, denoted s | ¢, if there exists a u in S such that s —=* u and ¢t —* w.

The relation — is called confluent or Church-Rosser if the relation «+* o —*
is contained in —* o «*, that is, for all s, t; and to in S, if s —* ¢; and
s —* to, then t1 | t2. An equivalent definition of confluence of — is that <* is
contained in —* o «*, that is, all s and ¢ in S such that s <* t are joinable. (If
— is confluent by the latter definition, then it is trivially also confluent by the
former one; the reverse implication follows by a simple induction on the number
of «* o —* patterns in the proof s «* ¢.)

A substitution o is a mapping from variables to terms. It can be extended
to a function from terms to terms in the usual way: using a postfix notation,
to denotes the result of simultaneously replacing in ¢ every x € Dom(o) by zo.
Substitutions are sometimes written as finite sets of pairs {z1 — t1,...,2, —
t,}, where each z; is a variable and each t; is a term. For example, if o is
{z— f(b,y),y — a}, then g(z,y)o is g(f(b,y),a).

A rewrite rule is pair of terms (I,r), denoted by I — r, with left-hand side
(lhs) ! and right-hand side (rhs) r. A term rewrite system (TRS) R is a finite
set of rewrite rules. We say that s rewrites to ¢ in one step at position p (by
R) if s|, = lo and t = s[ro],, for some | — r € R and subsitution o. If p = A,
then the rewrite step is said to be applied at the topmost position. The rewrite
relation — g induced by R on 7 (F, X) is defined by s — g t if s — g, ¢ for some
position p.

A (rewrite) derivation from s is a sequence of rewrite steps starting from s,
that is, a sequence s — s1 —pg $2 —gr .... A TRS R is said to be confluent
if the relation —pg is confluent. The size |R| of a TRS R of the form {l; —
T1yeeosly = T b is [l + m] + .o F |ln] + |7l

Definition 1. A term t is called:

— linear if no variable occurs more than once in t.

— shallow if no variable occurs in t at depth greater than 1, i.e., if t|, is a
variable, then p is a position of length zero or one.

— flat if t is a non-constant term of the form f(s1,...,s,) where all s; are
variables or constants.

Definition 2. A term rewrite system R is called shallow if all its sides are
shallow and is called flat if all its sides are either flat or constants. It is called
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linear if for all its rules I — r, the term f(I,r) is linear, i.e., no variable occurs
more than once in each rule.

Definition 3. let R be a TRS.

A term s is reachable from t by R if t =% s.
Two terms s and t are equivalent by R if s <} t.
Two terms s and t are joinable by R if s | g t.

Theorem 1 (see, e.g., [Nie98], Theorem 4.4). The following problem is
decidable in polynomial time:

Input: a shallow TRS R and two terms s and t

Question: are s and t equivalent by R?

Theorem 2 (see, e.g., [CDG101]). The following two problems are decidable
in polynomial time:

Input: a linear TRS R and two terms s and t
Question: is t reachable from s by R?

Input: a linear TRS R and two terms s and t
Question: are s and t joinable by R?

3 Confluence of Linear Shallow TRS

In this section we first give a polynomial-time confluence-preserving proce-
dure that transforms any linear shallow TRS into a linear flat TRS R such that
each rule of R has at least one constant side. It is based on the transformation
of Section 3.2 of [CGNO1].

Lemma 1. Any linear shallow term rewrite system R (over T(F,X)) can be
transformed in polynomial time into a linear flat term rewrite system R’ over
T(FUK,X), where K is a finite set of constants disjoint from F, such that

— ifl - r € R/, then either | orr is a constant,
— R is confluent over T (F,X) if and only if R’ is confluent over T (F UK, X).

Proof. First, one can flatten R by repeatedly applying the following transforma-
tion step:

Ry = RyU{c—t,t—c} (Constant introduction and replacement)

where t is a non-constant term occurring in R; at depth 1 or more, c is a new
constant symbol not occurring anywhere in Ry, and R is obtained by replacing
all occurrences of ¢t in Ry by c. Similar transformations are used as well in fast
algorithms for congruence closure [DST80,NO80,Sho84].

In order to see that such steps preserve confluence, first consider only in-
troducing the rules ¢ — ¢ and ¢ — ¢, and note that if ¢ is a new constrant,
for any R we have that 7 (F,X) with the relation —7% is isomorphic to the
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congruence classes generated by {s — t,t — ¢} on T(F U {c}, X) with the rela-
tion —% | (op iy Second, for all terms s and ¢ we have —5 (o, o =
=Ry U (st t—s} if Ry is obtained from R; by replacing somewhere s by ¢, and
hence confluence is preserved as well. By considering a polynomial sequence of
such constant introduction and replacement steps we can obtain a flat TRS.
By a similar transformation process, one can enforce the condition that at

least one side of each rule is a constant:
RU{l—-r}=RU{l—>c,c—r} (Rule splitting)

where [ and r are non-constant flat terms and c¢ is a new constant symbol not
occurring anywhere in R, [ or r. By similar reasoning as before, again each such
steps preserve confluence. O

As a consequence of the previous lemma, in the following we can restrict our
attention to flat linear TRS where every rule has at least one constant side. We
can also assume that no side of the TRS is a variable: a variable lhs makes it
trivially confluent; and if there is some variable rhs, but no variable lhs, then it
is trivially non-confluent.

Definition 4. Let R be a TRS. A term t is top-stable w.r.t. R if there exists
no derivation from t containing a rewrite step at the top, i.e., there exists no
derivation of the formt —g ... >t —pgpat’.

Definition 5. Let R be a TRS.

1. A non-constant term f(s1,...,sn) is top-stabilizable w.r.t. R if there exist

terms sy, ..., s, such that s; <% s; and f(s,...,s)) is top-stable.

»“n r n

2. A constant c is top-stabilizable w.r.t. R if there exists a top-stable non-
constant term s such that ¢ <% s.

Theorem 3. Let R be a linear flat TRS where each rule of R has at least one
constant side. The set of constants and flat terms that are top-stabilizable w.r.t.
R is computable in polynomial time.

Proof. In the following fixpoint construction, which is based on the polynomial
tests for reachability and equivalence, ¢ denotes a constant, and s, ¢, and [ denote
flat terms of the form f(s1,...,8,), f(t1,...,ts), and f(l1,...,1,), respectively:

So =0

Sj+1=15j
U{c|] 3s€S;st.cohs } (FP1)
U{s| JteS;st. s Rt foralliinl.n } (FP2)

U{s| Vl—=reR 3Fist.l; constant, and s; € S; or s; A~} l; } (FP3)

For a given (fixed; see the next section) signature there are polynomially many
constants and flat terms. Hence a fixpoint Sy, is reached after polynomially many
iterations.
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We first show, by induction on the index j, that every term in Sy is top-
stabilizable. Suppose S; contains only top-stabilizable terms. Terms added to
Sj+1 by rules (FP1) and (FP2) are clearly top-stabilizable. Now, let s be added
to Sj41 by (FP3). By induction hypothesis, for each s; that is in S; there is a
top-stable, non-constant s} such that s; <% s;. Consider the term s’ of the form
f(sh,...,s,) obtained from s by replacing all such s; by its corresponding s;, and
not replacing the remaining s;. Now s is top-stabilizable since s’ is top-stable:
no rule is applicable at the top to any term reachable from s’, because for each
rule f(ly,...,1,) — 7 in R there is an 4 in 1..n such that [; is a constant, and
either s) is a top-stable non-constant, or else s, /47, ;.

We next prove, by contradiction, that S, contains all top-stabilizable con-
stants and flat terms in 7 (F, X'). Assume that there exists some top-stable (not
necessarily flat!) non-constant term u of the form f(u1,...,uy) such that (i) for
some ¢ not in Sy we have ¢ <%, u or (ii) for some flat term s € 7(F, X) not in
Sk, for all © we have s; <} u;. We choose such a u to be minimal in size, and,
in case we have a choice between cases (i) and (ii) with the same minimal size
of u, we choose case (ii).

We first deal with case (i). We can split ¢ <% w into two parts ¢ <%
f(v1,...,v,) <5 u, where the second part is the maximal suffix with no step at
the top. Hence there exists a side of a rule f(ly,...,l,) of which f(vi,...,v,)
is an instance. Now consider the term u’ of the form f(u},...,u}) where each
u} is I; if I; is a variable and where u} is w; if I; is a constant. Then we have
¢ f(ly,...,1,) <% v/ where v is top-stable and |u| > |v/|. By our assump-
tion on the choice of u and ¢, it follows that f(ly,...,1l,) is in Sg. But then by
(FP1) ¢ € Sk.

For case (ii), we can assume that each constant or variable u; is equal to the
corresponding s; (otherwise, after replacing all such s; by u; in s the resulting s
is top-stabilizable with the same u and is not in Sy due to (FP2)). Since w is top-
stable, for every rule f(l1,...,l,) — r there is some constant /; such that (a) u; is
a variable or a constant s.t. u; /47 i, or (b) u; is top-stable (otherwise, since each
rule has a constant side, it can be rewritten into a constant, producing a smaller
top-stable counterexample u). In case (b), by our minimality assumptions, s; is
a constant in Si. In both cases s; is in Sy or s; /5 l;. Then by (FP3), s is in
S}: contradiction. a

Together with Theorems 1 and 3 and Lemma 1, the following theorem shows
that the confluence of linear shallow TRS is decidable in polynomial time. This
result was proved for the first time in [Tiw02]. The proof we give here combines
the ideas about top-stabilizability from [CGNO01] with other ideas from [Tiw02].

Theorem 4. Let R be a linear flat TRS such that each rule of R has at least one
constant side. Then R is confluent if, and only if, the following four conditions
hold:

1. All constants ¢ and d with c <% d are joinable.
2. If s is a top-stabilizable side of R, then s is ground.



Classes of Term Rewrite Systems with Polynomial Confluence Problems 7

3. If f(s1,-..,8n) and g(t1,...,tm) are top-stabilizable sides of R such that
f(s1,.-,8n) <% g(t1, ... tm), then f =g (and hence n =m) and s; <5 t;
foralliin {1,...,n}.

4. If ¢ is a top-stabilizable constant then ¢ —% f(s1,...,s,) for some top-
stabilizable side f(s1,...,sn) of R.

Proof. The left-to-right implication is straightforward:

1. If R is confluent then all terms s and ¢ with s <7} ¢ are joinable.

2. Let s be a non-ground top-stabilizable side of R, ¢ be the constant on the
other side of s in the rule in R, and s’ be the top-stable term corresponding
to s. Clearly, s’ is non-ground (otherwise, by definition of top-stabilizability,
some variable in s would be congruent to a ground subterm of s’). Therefore,
let z be a variable in s’. Then, the terms s’ and s’o, where o renames z to
a new variable y, are top-stable terms equivalent by R (both are equivalent
to ¢). If R is confluent, then z and y are joinable by R, a contradiction.

3. The terms f(s1,...,8,) and g(t1, ..., t;n) are top-stabilizable, i.e., there exist
top-stable terms f(s},...,s},) and g¢(#,...,¢,,) such that s; <% s and
t; <% t; for all i. Since R is confluent and f(s},...,s),) <k g(ti,...,t.),
the top-stable terms f(s},...,s),) and g(t},...,¢,,) are joinable. This can
only be the case if f = g and if the s, and ¢} are pairwise joinable for all .
This implies that s; <7, ¢; for all ¢ in {1,...,n}.

4. The constant c¢ is top-stabilizable, i.e., there exists a top-stable f(t1,...,t,)
such that ¢ <} f(t1,...,tn). By confluence, ¢ and f(t1,...,t,) are joinable:
they both rewrite into a term w. Since f(t1,...,t,) is top-stable, u must
be of the form f(uq,...,u,). Then the last topmost step in the derivation
¢ —% f(u1,...,u,) must be with a rule of the form | — f(s1,...,s,), where
f(s1,...,8y,) is the top-stabilizable side of R we were looking for.

For the right-to-left implication, assume that the four conditions hold but R
is not confluent. Let (s,t) be a counterexample to confluence, i.e. s <% t but
s Vr t, where height(s) + height(t) is minimal. We have the following cases:

— Either s or t is a variable.
This cannot happen since variables are only congruent to themselves by R.
— Both s and t are constants.
Then case 1 leads to a contradiction.
— sis a constant ¢ and ¢ is of the form f(t1,...,t,).
Then ¢ must be top-stable, since otherwise (because all rules have a constant
side) t could be rewritten into some constant, which would contradict the
minimality assumption.
Then ¢ <% t can be written ¢ <% f(t],...,t),) <% f(t1,...,ts), where the
second part is the longest possible suffix with no steps at the top. Hence
f(th,...,t,) is a top-stabilizable instance of a side f(l1,...,l,) of R. In
fact, w.l.o.g. we can assume that f(¢],...,t)) is itself a side of R: other-
wise, some I; is a variable, and we can replace this ¢, by I; in f(¢],...,t))
and also t; by [; in ¢ and omit all steps of the subderivation ¢, < g t; in
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fth, ... t) <% f(t1,...,t,). Note that this replacement in ¢ does not make
the counterexample any larger, and that it does not affect the non-joinability
of ¢ and t, nor the top-stability of ¢.

Hence we have ¢ <%}, f(t],...,t,) <& f(t1,...,ts), and we can assume,
using additionally condition 2, that f(¢],...,t,) is a ground top-stabilizable
side of R such that ¢ <% f(t},...,t),) and t; <7}, t; for all 4 in {1,...,n}.

Since c is top-stabilizable, by conditions 2 and 4, we have ¢ =% g(s1,- .., Sm)
for some ground top-stabilizable side g(s1, ..., $m)-

By condition 3 we have f = g and s; <% ¢}, and hence s; <% t;, for all ¢
in {1,...,n}. This contradicts our minimality assumption: f(s1,...,$n) V&

f(t1, ..., t,) implies that s; g t; for some i in {1,...,n} where height(s;) =
1 and height(t;) < height(t).

— s and t are of the form f(s1,...,sn) and g(t1,...,tm).
Either f # g or for some i we have s; 7} t;, since otherwise we would
have s; <} t; for some non-joinable s; and ¢;, contradicting our minimality
assumption. Therefore f(s1,...,8,) <5 ¢ <% g(t1,...,ty) for some con-
stant c. Moreover, both terms are top-stable (as in the previous case, because
all rules have a constant side: otherwise they could be rewritten into some
constant, which would contradict the minimality assumptions).
Considering the leftmost step at the top in f(s1,...,s,) <5 ¢, we have
f(s1,...,8n) <% f(s1,...,8),) <reF ¢ Doing similarly with g(t1,...,tmn),
we know that there exist top-stabilizable f(s),...,s),) and g(¢},...,t, ) that
are instances of sides, such that f(s},...,s),) <F ¢ <% g(t],...,t,) and
s; —h s; and t; <% t; for all 7 in {1,...,n}. Reasoning as in the previous
case, w.l.o.g. we can assume that f(s},...,s),) and g(t},...,t),) are not
only instances of sides, but that they are the sides themselves, which are
also ground.
Then, by condition 3, f = g and s, <%, t;, which is a contradiction with the

fact that either f # g or s; ¢+ t; for some 4. O

Theorem 5. The confluence of linear shallow term rewrite systems is decidable
in polynomial time.

4 We need to consider a fixed signature

All along this article, we have assumed that all terms and the TRS R are
built over a fixed signature F, which is not part of the input of the confluence
problem. Indeed, if the arities of the input symbols are not bounded, we have
the following result.

Theorem 6. The following problem is NP-hard:

Input: a signature F, a shallow TRS R over F, and two terms s and t
Question: is s reachable from t by R?

Similarly, the joinability and confluence problems are NP-hard when F is part
of the input.
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Proof. By reducing the 3-SAT problem. Here we only give the proof for the
reachability case. Given a 3-SAT instance P with variables x1, .. ., z, and clauses
Cly...,Cm, We create a TRS Rp built over an m-ary symbol f, an n-ary symbol
g, and constants a,b,c,0,1,c1,...,cp.

The TRS Rp contains the rules a — f(c1,...,¢m), ¢ — 0, ¢ — 1, and
f(z,...,x) — b, and, for each clause ¢; of P, for each negative (positive)
variable x; in it there is a rule ¢; — g(¢,...,¢,0,¢,...,¢) (repectively ¢; —
g(c,...,¢,1,¢,...,¢) ) where the 0 or 1 is at position j in the rhs. It is not hard
to see that P is satisfiable iff b is reachable from a by Rp. a

5 Conclusions and further work

We have given an —in our opinion surprisingly simple— polynomial-time de-
cision procedure for the confluence of linear shallow TRS. Our result striclty
subsumes the previous work of [CGNO1] on variable-free TRS, which was al-
ready a longstanding open problem [RTAO01].

We also believe that our simpler proof techniques will open the door to poly-
nomial algorithms for more general classes of TRS. In particular, the restriction
that both sides of the rules do not share any variables could perhaps be dropped,
i.e., our techniques could perhaps deal with shallow TRS where in each rule both
sides are linear terms. In the other direction, one could consider arbitrary shallow
TRS where both sides do not share any variables.

Finally, using the techniques introduced here, it might be possible to prove
the decidability of confluence for arbitrary TRS where both sides do not share
any variables; this includes the so-called right ground TRS, another well-known
open problem.
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