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ABSTRACT
Documents exhibit sequential structure at multiple levels of abstraction (e.g., sentences, paragraphs, sections). These abstractions constitute a natural hierarchy for representing the context in which to infer the meaning of words and larger fragments of text. In this paper, we present CLSTM (Contextual LSTM), an extension of the recurrent neural network LSTM (Long-Short Term Memory) model, where we incorporate contextual features (e.g., topics) into the model. We evaluate CLSTM on three specific NLP tasks: word prediction, next sentence selection, and sentence topic prediction. Results from experiments run on two corpora, English documents in Wikipedia and a subset of articles from a recent snapshot of English Google News, indicate that using both words and topics as features improves performance of the CLSTM models over baseline LSTM models for these tasks. For example on the next sentence selection task, we get relative accuracy improvements of 21% for the Wikipedia dataset and 18% for the Google News dataset. This clearly demonstrates the significant benefit of using context appropriately in natural language (NL) tasks. This has implications for a wide variety of NL applications like question answering, sentence completion, paraphrase generation, and next utterance prediction in dialog systems.

1. INTRODUCTION
Documents have sequential structure at different hierarchical levels of abstraction: a document is typically composed of a sequence of sections that have a sequence of paragraphs, a paragraph is essentially a sequence of sentences, each sentence has sequences of phrases that are comprised of a sequence of words, etc. Capturing this hierarchical sequential structure in a language model (LM) [30] can potentially give the model more predictive accuracy, as we have seen in previous work [12, 13, 23, 33, 48].

A useful aspect of text that can be utilized to improve the performance of LMs is long-range context. For example, let us consider the following three text segments:
1) Sir Ahmed Salman Rushdie is a British Indian novelist and essayist. He is said to combine magical realism with historical fiction.
2) Calvin Harris & HAIM combine their powers for a magical music video.
3) Herbs have enormous magical power, as they hold the earth’s energy within them.

Consider an LM that is trained on a dataset having the example sentences given above — given the word “magical”, what should be the most likely next word according to the LM: realism, music, or power? In this example, that would depend on the longer-range context of the segment in which the word “magical” occurs. One way in which the context can be captured succinctly is by using the topic of the text segment (e.g., topic of the sentence, paragraph). If the context has the topic “literature”, the most likely next word should be “realism”. This observation motivated us to explore the use of topics of text segments to capture hierarchical and long-range context of text in LMs.

In this paper, we consider Long-Short Term Memory (LSTM) models [20], a specific kind of Recurrent Neural Networks (RNNs). The LSTM model and its different variants have achieved impressive performance in different sequence learning problems in speech, image, music and text analysis [15, 16, 19, 36, 39, 40, 42, 43, 45], where it is useful in capturing long-range dependencies in sequences. LSTMs substantially improve our ability to handle long-range dependencies, though they still have some limitations in this regard [6, 12].

RNN-based language models (RNN-LMs) were proposed by Mikolov et al. [32], and in particular the variant using LSTMs was introduced by Sundermeyer et al. [48]. In this paper, we work with LSTM-based LMs. Typically LSTMs used for language modeling consider only words as features. Mikolov et al. [31] proposed a conditional RNN-LM for adding context — we extend this approach of using context in RNN-LMs to LSTMs, train the LSTM models on large-scale data, and propose new tasks beyond next work prediction.

We incorporate contextual features (namely, topics based on different segments of text) into the LSTM model, and call the resulting model Contextual LSTM (CLSTM). In this work we evaluate how adding contextual features in the CLSTM improves the following tasks:
1) Word prediction: Given the words and topic seen so far in the current sentence, predict the most likely next word. This task is important for sentence completion in applica-
tions like predictive keyboard, where long-range context can improve word/phrase prediction during text entry on a mobile phone.

2) Next sentence selection: Given a sequence of sentences, find the most likely next sentence from a set of candidates. This is an important task in question/answering, where topic can be useful in selecting the best answer from a set of template answers. This task is also relevant in other applications like Smart Reply [7], for predicting the best response to an email from a set of candidate responses.

3) Sentence topic prediction: Given the words and topic of the current sentence, predict the topic of the next sentence. We consider two scenarios: (a) where we don’t know the words of the next sentence, (b) where we know the words of the next sentence. Scenario (a) is relevant for applications where we don’t know the words of a user’s next utterance, e.g., while predicting the topic of response of the user of a dialog system, which is useful in knowing the intent of the user; in scenario (b) we try to predict the topic/intent of an utterance, which is common in a topic modeling task.

The main contributions of this paper are as follows:

1) We propose a new Contextual LSTM (CLSTM) model, and demonstrate how it can be useful in tasks like word prediction, next sentence scoring and sentence topic prediction – our experiments show that incorporating context into an LSTM model (via the CLSTM) gives improvements compared to a baseline LSTM model. This can have potential impact for a wide variety of NLP applications where these tasks are relevant, e.g., sentence completion, question/answering, paraphrase generation, dialog systems.

2) We trained the CLSTM (and the corresponding baseline LSTM) models on two large-scale document corpora: English documents in Wikipedia, and a recent snapshot of English Google News documents. The vocabulary we handled in the modeling here was also large: 130K words for Wikipedia, 100K for Google news. Our experiments and analysis demonstrate that the CLSTM model that combines the power of topics with word-level features yields significant performance gains over a strong baseline LSTM model that uses only word-level features. For example, in the next sentence selection task, CLSTM gets a performance improvement of 21% and 18% respectively over the LSTM model on the English Wikipedia and Google News datasets.

3) We show initial promising results with a model where we learn the thought embedding in an unsupervised manner through the model structure, instead of using supervised extraneous topic as side information (details in Section 5.4).

2. RELATED WORK

There are various approaches that try to fit a generative model for full documents. These include models that capture the content structure using Hidden Markov Models (HMMs) [2], or semantic parsing techniques to identify the underlying meanings in text segments [20]. Hierarchical models have been used successfully in many applications, including hierarchical Bayesian models [10, 27], hierarchical probabilistic models [37], hierarchical HMMs [14] and hierarchical CRFs [35].

As mentioned in Section 1 RNN-based language models (RNN-LMs) were proposed by Mikolov et al. [31] and the variant using LSTMs was introduced by Sundermeyer et al. [38] – in this paper, we work with LSTM-based LMs. Mikolov et al. [31] proposed a conditional RNN-LM for adding context — we extend this approach of using context in RNN-LMs to LSTMs.

Recent advances in deep learning can model hierarchical structure using deep belief networks [21, 48, 49, 46], especially using a hierarchical recurrent neural network (RNN) framework. In Clockwork RNNs [24] the hidden layer is partitioned into separate modules, each processing inputs at its own individual temporal granularity. Connectionist Temporal Classification or CTC [18] does not explicitly segment the input in the hidden layer — it instead uses a forward-backward algorithm to sum over all possible segments, and determines the normalized probability of the target sequence given the input sequence. Other approaches include a hybrid NN-HMM model [1], where the temporal dependency is handled by an HMM and the dependency between adjacent frames is handled by a neural net (NN). In this model, each node of the convolutional hidden layer corresponds to a higher-level feature.

Some NN models have also used context for modeling text. Paragraph vectors [8, 20] propose an unsupervised algorithm that learns a latent variable from a sample of words from the context of a word, and uses the learned latent context representation as an auxiliary input to an underlying skip-gram or Continuous Bag-of-words (CBOW) model. Another model that uses the context of a word infers the Latent Dirichlet Allocation (LDA) topics of the context before a word and uses those to modify a RNN model predicting the word [31].

Tree-structured LSTMs [41, 48] extend chain-structured LSTMs to the tree structure and propose a principled approach of considering long-distance interaction over hierarchies, e.g., language or image parse structures. Convolution networks have been used for multi-level text understanding, starting from character-level inputs all the way to abstract text concepts [47]. Skip thought vectors have also been used to train an encoder-decoder model that tries to reconstruct the surrounding sentences of an encoded passage [23].

Other related work include Document Context Language models [22], where the authors have multi-level recurrent neural network language models that incorporate context from within a sentence and from previous sentences. Lin et al. [25] use a hierarchical RNN structure for document-level as well as sentence-level modeling — they evaluate their models using word prediction perplexity, as well as an approach of coherence evaluation by trying to predict sentence-level ordering in a document.

In this work, we explore the use of long-range hierarchical signals (e.g., sentence level or paragraph level topic) for text analysis using a LSTM-based sequence model, on large-scale data — to the best of our knowledge this kind of contextual LSTM models, which model the context using a 2-level LSTM architecture, have not been trained before at scale on text data for the NLP tasks mentioned in Section 1.

3. WORD PREDICTION

Of the three different tasks outlined in Section 1 we focus first on the word prediction task, where the goal is to predict the next word in a sentence given the words and context (captured via topic) seen previously.

Let $s_i$ be the $i^{th}$ sentence in a sequence of sentences, $w_{i,j}$ be the $j^{th}$ word of sentence $s_i$, $n_i$ be the number of words in $s_i$, and $w_{i,1}, \ldots, w_{i,k}$ indicate the sequence of words from word $j$ to word $k$ in sentence $i$. Note that sentence $s_i$
equivalent to the sequence of words \( w_i,0 \ldots w_i,n_i - 1 \). Let \( T \) be the random variable denoting the topic — it is computed based on a particular subsequence of words seen from the first word of the sequence \( (w_0,0) \) to the current word \( (w_i,j) \). This topic can be based on the current sentence segment (i.e., \( T = \text{Topic}(w_0,0 \ldots w_i,j-1) \)), or the previous sentence (i.e., \( T = \text{Topic}(w_{i-1},0 \ldots w_{i-1,n_i-1}) \)), etc. Details regarding the topic computation are outlined in Section 3.2.

Using this notation, the word prediction task in our case can be specified as follows: given a model with parameters \( \Theta \), words \( w_0,0 \ldots w_i,j \) and the topic \( T \) computed from a subsequence of the words from the beginning of the sequence, find the next word \( w_{i,j+1} \) that maximizes the probability: \( P(w_{i,j+1}|w_0,0 \ldots w_i,j, T, \Theta) \).

3.1 Model

For our approach, as explained before, we introduce the power of context into a standard LSTM model. LSTM is a recurrent neural network that is useful for capturing long-range dependencies in sequences. The LSTM model has multiple LSTM cells, where each LSTM cell models the digital memory in a neural network. It has gates that allow the LSTM to store and access information over time. For example, the input/output gates control cell input/output, while the forget gate controls the state of the cell.

The word-prediction LSTM model was implemented in the large-scale distributed Google Brain framework [9]. The model takes words encoded in 1-hot encoding from the input, converts them to an embedding vector, and consumes the word vectors one at a time. The model is trained to predict the next word, given a sequence of words already seen. The core algorithm used to train the LSTM parameters is BPTT [44], using a softmax layer that uses the id of the next word as the ground truth.

To adapt the LSTM cell that takes words to a CLSTM cell that takes as input both words and topics, we modify the equations representing the operations of the LSTM cell [17] to add the topic vector \( T \) to the input gate, forget gate, cell and output gate (\( T \) is the embedding of the discrete topic vector). In each of the following equations, the term in bold is the modification made to the original LSTM equation.

\[
i_t = \sigma(W_{ix}x_t + W_{ih}h_{t-1} + W_{ic}c_{t-1} + b_i + W_{iT}T) \\
f_t = \sigma(W_{fx}x_t + W_{fh}h_{t-1} + W_{fc}c_{t-1} + b_f + W_{fT}T) \\
c_t = f_tc_{t-1} + i_t \tanh(W_{xc}x_t + W_{hc}h_{t-1} + b_c + W_{cT}T) \\
o_t = \sigma(W_{ox}x_t + W_{ho}h_{t-1} + W_{oc}c_t + b_o + W_{oT}T) \\
h_t = o_t \tanh(c_t) \tag{1}
\]

In these equations \( i, f \) and \( o \) are the input gate, forget gate and output gate respectively, \( x \) is the input, \( b \) is the bias term, \( c \) is the cell memory, and \( h \) is the output. As an example, consider the input gate equation:

\[
i_t = \sigma(W_{ix}x_t + W_{ih}h_{t-1} + W_{ic}c_{t-1} + b_i + W_{iT}T) \\
= \sigma([W_{ix}, W_{ih}, W_{ic} 1|x_t h_{t-1} c_{t-1} b_i]^T) \tag{2}
\]

When we add the topic signal \( T \) to the input gate, the equation is modified to:

\[
i_t = \sigma(W_{ix}x_t + W_{ih}h_{t-1} + W_{ic}c_{t-1} + b_i + W_{iT}T) \\
= \sigma([W_{ix}, W_{iT}, W_{ih}, W_{ic} 1|x_t T h_{t-1} c_{t-1} b_i]^T) \tag{3}
\]

Comparing the last two equations, Equations 2 and 3, we see that having a topic vector \( T \) added into the CLSTM cell is equivalent to considering a composite input \([x_t \ T]\) to the LSTM cell that concatenates the word embedding and topic embedding vectors. This approach of concatenating topic and word embeddings in the input worked better in practice than other strategies for combining topics with words. Figure 1 shows the schematic figure of a CLSTM model that considers both word and topic input vectors.

Note that we add the topic input to each LSTM cell since each LSTM cell can potentially have a different topic. For example, when the topic is based on the sentence segment seen so far (see Section 3.3.1), the topic is based on the current sentence prefix — so, each LSTM cell can potentially have a different topic. Note that in some setups each LSTM cell in a layer could have the same topic, e.g., when the topic is derived from the words in the previous sentence.

![Figure 1: CLSTM model (<Topic> = topic input)](image-url)

3.2 HTM: Supervised Topic Labels

The topics of the text segments can be estimated using different unsupervised methods (e.g., clustering) or supervised methods (e.g., hierarchical classification). For the word prediction task we use HTM [34], a hierarchical topic model for supervised classification of text into a hierarchy of topic categories, based on the Google Rephil large-scale clustering tool [53]. There are about 750 categories at the leaf level of the HTM topic hierarchy. Given a segment of text, HTM gives a probability distribution over the categories in the hierarchy, including both leaf and intermediate categories. We currently choose highest probability topic as the most-likely category of the text segment.

3.3 Experiments

3.3.1 Features

We trained different types of CLSTM models for the word prediction task. The different types of features used in the different CLSTM models are shown schematically in Figure 2. The hierarchical features that we used in different variants of the word prediction model are:

1. PrevSentTopic = TopicID of the topic computed based on all the words of the previous sentence, i.e., \( T = \text{Topic}(w_{i-1,0} \ldots w_{i-1,n_i-1}) \).

\[\text{Name of actual tool modified to HTM, abbreviation for Hierarchical Topic Model, for confidentiality.}\]
Figure 2: Hierarchical Features used in CLSTM models

2. SentSegTopic = TopicID of the topic computed based on the words of the current sentence prefix until the current word, i.e., \( T = \text{Topic}(w_i,0 \ldots w_{i,j}) \).

3. ParaSegTopic = TopicID of the topic computed based on the paragraph prefix until the current word, i.e., \( T = \text{Topic}(w_{0,0} \ldots w_{i,j}) \).

where \( T \) is defined in Section 3

3.3.2 Datasets

For our experiments, we used the whole English corpus from Wikipedia (snapshot from 2014/09/17). There were 4.7 million documents in the Wikipedia dataset, which we randomly divided into 3 parts: 80% was used as train, 10% as validation and 10% as test set. Some relevant statistics of the train, test and validation data sets of the Wikipedia corpus are given in Table 1.

Table 1: Wikipedia Data Statistics (M=million)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Para</th>
<th>#Sent</th>
<th>#Word</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train (80%)</td>
<td>23M</td>
<td>72M</td>
<td>1400M</td>
</tr>
<tr>
<td>Validation (10%)</td>
<td>2.9M</td>
<td>8.9M</td>
<td>177M</td>
</tr>
<tr>
<td>Test (10%)</td>
<td>3M</td>
<td>9M</td>
<td>178M</td>
</tr>
</tbody>
</table>

We created the vocabulary from the words in the training data, filtering out words that occurred less than a particular threshold count in the total dataset (threshold was 200 for Wikipedia). This resulted in a vocabulary with 129K unique terms, giving us an out-of-vocabulary rate of 3% on the validation dataset.

For different types of text segments (e.g., sentence, paragraph) in the training data, we queried HTM and got the most likely topic category. That gave us a total of \( \approx 1600 \) topic categories in the dataset.

3.3.3 Results

We trained different CLSTM models with different feature variants till convergence, and evaluated their perplexity on the holdout test data. Here are some key observations about the results (details in Table 2):

1) The “Word + SentSegTopic + ParaSegTopic” CLSTM model is the best model, getting the best perplexity. This particular LSTM model uses both sentence-level and paragraph-level topics as features, implying that both local and long-range context is important for getting the best performance.

2) When current segment topic is present, the topic of the previous sentence does not matter.

3) As we increased the number of hidden units, the performance started improving. However, beyond 1024 hidden units, there were diminishing returns — the gain in performance was out-weighed by the substantial increase in computational overhead.

Note that we also trained a distributed n-gram model with “stupid backoff” smoothing \(^4\) on the Wikipedia dataset, and it gave a perplexity of \( \approx 80 \) on the validation set. We did not train a n-gram model with Kneser-Ney (KN) smoothing on the Wikipedia data, but on the Google News data (from a particular snapshot) the KN smoothed n-gram model gave a perplexity of 74 (using 5-grams).

Note that we were not able to compare our CLSTM models to other existing techniques for integrating topic information into LSTM models (e.g., Mikolov et al. \(^{31}\)), since we didn’t have access to implementations of these approaches that can scale to the vocabulary sizes (\( \approx 100K \)) and dataset sizes we worked with (e.g., English Wikipedia, Google News snapshot). Hence, we used a finely-tuned LSTM model as a baseline, which we also trained at scale on these datasets.

4. NEXT SENTENCE SELECTION

We next focus on the next sentence scoring task, where we are given a sequence of sentences and the goal is to find the most probable next sentence from a set of candidate sentences. An example of this task is shown in Figure 3. The task can be stated as follows: given a model with parameters \( \Theta \), a sequence of \( p - 1 \) sentences \( s_0 \ldots s_{p-2} \) (with their corresponding topics \( T_0 \ldots T_{p-2} \)), find the most likely next sentence \( s_{p-1} \) from a candidate set of next sentences \( S \), such that:

\[
s_{p-1} = \arg \max_{s \in S} P(s|s_0 \ldots s_{p-2}, T_0 \ldots T_{p-2}, \Theta).
\]

4.1 Problem Instantiation

Suppose we are given a set of sequences, where each sequence consists of 4 sentences (i.e., we consider \( p=4 \)). Let
Table 2: Test Set Perplexity for Word Prediction task

<table>
<thead>
<tr>
<th>Input Features</th>
<th>Num Hidden Units = 256</th>
<th>Num Hidden Units = 512</th>
<th>Num Hidden Units = 1024</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word</td>
<td>38.56</td>
<td>32.04</td>
<td>27.66</td>
</tr>
<tr>
<td>Word + PrevSentTopic</td>
<td>37.79</td>
<td>31.44</td>
<td>27.81</td>
</tr>
<tr>
<td>Word + SentSegTopic</td>
<td>38.04</td>
<td>31.28</td>
<td>27.34</td>
</tr>
<tr>
<td>Word + ParaSegTopic</td>
<td>38.02</td>
<td>31.41</td>
<td>27.30</td>
</tr>
<tr>
<td>Word + PrevSentTopic + SentSegTopic</td>
<td>38.11</td>
<td>31.22</td>
<td>27.31</td>
</tr>
<tr>
<td>Word + SentSegTopic + ParaSegTopic</td>
<td>37.65</td>
<td>31.02</td>
<td>27.10</td>
</tr>
</tbody>
</table>

Note that for task of next sentence scoring, it’s ok to use words of the next sentence when selecting the “best” next sentence. This is because in the task, the possible alternatives are all provided to the model, and the main goal of the model is scoring the alternatives and selecting the best one. This setting is seen in some real-world applications, e.g., predicting the best response to an email from a set of candidate responses.

| Table 3: Accuracy of CLSTM on next sentence scoring |
|-------------------------|-------------------------|-------------------------|
| LSTM                    | CLSTM                   | Accuracy Increase       |
| 52% ± 2%                | 63% ± 2%                | 21% ± 9%                |

The average accuracy of the baseline LSTM model on this dataset is 52%, while the average accuracy of the CLSTM model using word + sentence-level topic features is 63% (as shown in Table 3). So the CLSTM model has an average improvement of 21% over the LSTM model on this dataset. Note that on this task, the average accuracy of a random
predictor that randomly picks the next sentence from a set of candidate sentences would be 2%.

We also ran other experiments, where the negatives (i.e., 49 other sentences in the set of 50) were not chosen randomly — in one case we considered all the 50 sentences to come from the same HTM topic, making the task of selecting the best sentence more difficult. In this case, as expected, the gain from using the context in CLSTM was larger — the CLSTM model gave larger improvement over the baseline LSTM model than in the case of having a random set of negatives.

4.5 Error Analysis

Figures 5-7 analyze different types of errors made by the LSTM and the CLSTM models, using samples drawn from the test dataset.

5. SENTENCE TOPIC PREDICTION

The final task we consider is the following: if we are given the words and the topic of the current sentence, can we predict the topic of the next sentence? This is an interesting problem for dialog systems, where we ask the question: given the utterance of a speaker, can we predict the topic of their next utterance? This can be used in various applications in dialog systems, e.g., intent modeling.

The sentence topic prediction problem can be formulated as follows: given a model with parameters $\Theta$, words in the sentence $s_i$ and corresponding topic $T_i$, find the next sentence topic $T_{i+1}$ that maximizes the following probability — $P(T_{i+1}|s_i, T_i, \Theta)$. Note that in this case we train a model to predict the topic target instead of the joint word/topic target, since we empirically determined that training a model with a joint target gave lower accuracy in predicting the topic compared to a model that only tries to predict the topic as a target.

5.1 Model

For the sentence topic prediction task, we determined through ablation experiments that the unrolled model architecture, where each sentence in a paragraph is modeled by a separate LSTM model, has better performance than the rolled-up model architecture used for word prediction where the sentences in a paragraph are input to a single LSTM.

5.2 Experiments

In our experiments we used the output of HTM as the topic of each sentence. Ideally we would associate a “supervised topic” with each sentence (e.g., the supervision provided by human raters). However, due to the difficulty of getting such human ratings at scale, we used the HTM model to find topics for the sentences. Note that the HTM model is trained on human ratings.

We trained 2 baseline models on this dataset. The Word model uses the words of the current sentence to predict the topic of the next sentence — it determines how well we can predict the topic of the next sentence, given the words of the current sentence. We also trained another baseline model, SentTopic, which uses the sentence topic of the current sentence to predict the topic of the next sentence. The performance of this model will give us an idea of the inherent difficulty of the task of topic prediction. We trained a CLSTM model (Word+SentTopic) that uses both words and topic of the current sentence to predict the topic of the next sentence. Figure 2 shows the hierarchical features used in the CLSTM model. We trained all models with different number of hidden units: 256, 512, 1024. Each model was trained till convergence. Table 1 shows the comparison of the perplexity of the different models. The CLSTM model beats the baseline SentTopic model by more than 12%, showing that using hierarchical features is useful for the task of sentence topic prediction too.

<table>
<thead>
<tr>
<th>Inputs</th>
<th>#Hidden units=256</th>
<th>#Hidden units=512</th>
<th>#Hidden units=1024</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>24.50</td>
<td>23.63</td>
<td>23.29</td>
</tr>
<tr>
<td>ST</td>
<td>2.75</td>
<td>2.75</td>
<td>2.76</td>
</tr>
<tr>
<td>W + ST</td>
<td>2.43</td>
<td>2.41</td>
<td>2.43</td>
</tr>
</tbody>
</table>

5.3 Comparison to BOW-DNN baseline

For the task of sentence topic prediction, we also compared the CLSTM model to a Bag-of-Words Deep Neural Network (BOW-DNN) baseline 2. The BOW-DNN model extracts bag of words from the input text, and a DNN layer is used to extract higher-level features from the bag of words. For this experiment, the setup considered was slightly different in order to facilitate more direct comparison. The goal was to predict the topic of the next sentence, given words of the next sentence. The BOW-DNN model was trained only on word features, and got a test set perplexity of $16.5$ on predicting the sentence topic. The CLSTM model, trained on word and topic-level features, got a perplexity of $15.3$ on the same test set using $1024$ hidden units, thus outperforming the BOW-DNN model by $7.3\%$.

5.4 Using Unsupervised Topic Signals

In our experiments with topic features, we have so far considered supervised topic categories obtained from an extraneous source (namely, HTM). One question arises: if we do not use extraneous topics to summarize long-range context, would we get any improvements in performance with unsupervised topic signals? To answer this question, we experimented with “thought embeddings” that are intrinsically generated from the previous context. Here, the thought embedding from the previous LSTM is used as the topic feature in the current LSTM (as shown in Figure 8), when making predictions of the topic of the next sentence — we call this context-based thought embedding the “thought vector”.3

In our approach, the thought vector inferred from the LSTM encoding of sentence $n-1$ is used as a feature for the LSTM for sentence $n$, in a recurrent fashion. Note that the LSTMs for each sentence in Figure 8 are effectively connected into one long chain, since we don’t reset the hidden state at the end of each sentence — so the LSTM for the current sentence has access to the LSTM state of the previous sentence (and hence indirectly to its topic). But we found that directly adding the topic of the previous sentence to all the LSTM cells of the current sentence is beneficial, since it constrains all the current LSTM cells during training and explicitly adds a bias to the model. Our experiments

The term “thought vector” was coined by Geoffrey Hinton [11].
A: For Estonia national football team, Vassiliev is capped 66 times, scoring 17 goals ...
B: He made his national team debut on 31 May 2000 against New Zealand in a ...
C: He scored his first international goal against Armenia on 28 March 2009 ...

LSTM's best scoring D:
* Rohan Blair - Mangat captures controversial X Factor finalist Misha B in full *
→ (HTM ids of 4 sentences: 294, 294, 294, 1049)

CLSTM's best scoring D:
In a 2 – 0 friendly win over Uruguay, he scored his 10th goal
→ (HTM ids of 4 sentences: 294, 294, 294, 294)

Analysis → CLSTM seems to use the fact that topic 294 (Soccer) was seen earlier.

Figure 5: Error Type A: CLSTM correct, LSTM incorrect

A: Born in Columbus, Ohio, and raised in Saline, Michigan, Bonder played ...
B: She reached the 4th round of the US Open in 1983 and 1984 and at ...
C: She also reached a quarterfinal at Roland Garros in 1994 ...

LSTM's best scoring D:
Notable career victories include wins over Chris Evert, Mary Joe Fernandez, Virginia Ruizid ...
→ (HTM ids: 294, 1376, 1376, 1376)

CLSTM's best scoring D:
In 1985, she scored a record of 3 drop goals against England ...
→ (HTM ids: 294, 1376, 1376, 294)

Analysis → CLSTM seems to use the previous topic 294 (Soccer) and makes an error.
If we consider paragraph-level topic features, CLSTM would know topic is 1376 (Tennis).

Figure 6: Error Type B: CLSTM incorrect, LSTM correct

A: Amateur or Private Schools of Music offers music education outside the general education system for ...
B: In general, students attend these schools, weekend or evening ...
C: The schools are, for example those provided by individuals, charitable or commercial organizations ...

LSTM's best scoring D:
The Follo also lacks a scattering of about a dozen lines or part - lines ...
→ (HTM ids: 371, 372, 57, 444)

CLSTM's best scoring D:
The City of Edinburgh Music School is the only "centre of excellence " which ...
→ (HTM ids: 371, 372, 57, 371)

Correct D
Examples include the North East of Scotland Music School, Portobello Music School and Yamaha ...
(HTM ids: 371, 372, 57, 61)

Analysis → CLSTM predicts next sentence based on topic match of 371 (Primary & Secondary Schooling).
Actual next sentence has HTM topic 61 (Classifieds) – difficult for both modes.

Figure 7: Error Type C: CLSTM and LSTM both incorrect
showed that it’s beneficial to denoise the thought vector signal using a low-dimensional embedding, by adding roundoff-based projection. Initial experiments using thought vector for sentence-topic prediction look promising. A CLSTM model that used word along with thought vector (PrevSent-Thought feature in the model) from the previous sentence as features gave a 3% improvement in perplexity compared to a baseline LSTM model that used only words as features. Table 5 shows the detailed results.

When we used thought vectors, our results improved over using a word-only model but fell short of a CLSTM model that used both words and context topics derived from HTM. In the future, we would like to do more extensive experiments using better low-dimensional projections (e.g., using clustering or bottleneck mechanisms), so that we can get comparable performance to supervised topic modeling approaches like HTM.

Another point to note — we have used HTM as a topic model in our experiments as that was readily available to us. However, the CLSTM model can also use other types of context topic vectors generated by different kinds of topic modeling approaches, e.g., LDA, KMeans.

6. RESULTS ON GOOGLE NEWS DATA

We also ran experiments on a sample of documents taken from a recent (2015/07/06) snapshot of the internal Google News English corpus. This subset had 4.3 million documents, which we divided into train, test and validation datasets. Some relevant statistics of the datasets are given in Table 6. We filtered out words that occurred less than 100 times, giving us a vocabulary of 100K terms.

We trained the baseline LSTM and CLSTM models for the different tasks, each having 1024 hidden units. Here are the key results:

1) **Word prediction task**: LSTM using only words as features had perplexity of ≈ 37. CLSTM improves on LSTM by ≈ 2%, using words, sentence segment topics and paragraph sentence topics.

2) **Next sentence selection task**: LSTM using only current sentence topic as feature gave perplexity of ≈ 5. CLSTM improves on LSTM by ≈ 9%, using word and current sentence topic as features.

As we see, we get similar improvements of CLSTM model over LSTM model for both the Wikipedia and Google News datasets, for each of the chosen NLP tasks.

7. CONCLUSIONS

We have shown how using contextual features in a CLSTM model can be beneficial for different NLP tasks like word prediction, next sentence selection and topic prediction. For the word prediction task CLSTM improves on state-of-the-art LSTM by 2-3% on perplexity, for the next sentence selection task CLSTM improves on LSTM by ≈ 20% on accuracy on average, while for the topic prediction task CLSTM improves on state-of-the-art LSTM by ≈ 10% (and improves on BOW-DNN by ≈ 7%). These gains are all quite significant and we get similar gains on the Google News dataset (Section 6), which shows the generalizability of our approach. Initial results using unsupervised topic signal using with vectors, in-
stead of supervised topic models, are promising. The gains obtained by using the context in the CLSTM model has major implications of performance improvements in multiple important NLP applications, ranging from sentence completion, question/answering, and paraphrase generation to different applications in dialog systems.

8. FUTURE WORK

Our initial experiments on using unsupervised thought vectors for capturing long-range context in CLSTM models gave promising results. A natural extension of the thought vector model in Figure 8 is a model that has a connection between the hidden layers, to be able to model the "continuity of thought". Figure 9 shows one such hierarchical LSTM (HLSTM) model, which has a 2-level hierarchy: a lower-level LSTM for modeling the words in a sentence, and a higher-level LSTM for modeling the sentences in a paragraph. The thought vector connection from the LSTM cell in layer \( n \) to the LSTM cells in layer \( n−1 \) (corresponding to the next sentence) enables concepts from the previous context to be propagated forward, enabling the “thought” vector of a sentence to influence words of the next sentence. The connection between the sentence-level hidden nodes also allows the model to capture the continuity of thought. We would like to experiment with this model in the future.

We would also like to explore the benefits of contextual features in other applications of language modeling, e.g., generating better paraphrases by using word and topic features. Another interesting application could be using topic-level signals in conversation modeling, e.g., using Dialog Acts as a topic-level feature for next utterance prediction.
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Figure 9: CLSTM model with Thought Vector and Sentence-level LSTM


