
We also note that misuse detec-
tion encounters even more difficul-
ties in trying to identify and elimi-
nate or otherwise address intentional 
malware—whether in real time or in 
analyses of source code and object 
code. In addition, it should be clear 
to readers of Communications Inside 
Risks columns that we have a huge 
shortage of trustworthiness: We 
should not trust the existing hard-
ware because of inherent vulnerabili-
ties. Today’s bulky operating systems 
get frequent critical updates because 
new flaws keep surfacing, implying 
that we should not trust the total sys-
tems and networks—especially when 
used for applications (for example, 
with AI) that are life-critical or mis-
sion-critical.11 Almost nothing today 

M
I S U S E  D E T E C T I O N I S  a 
term loosely encompass-
ing real-time detection 
of attacks, insider mis-
use, malware, and other 

security violations. Its difficulties are 
widespread, including inherent incom-
pleteness of methods, lack of certainty 
and assurance in the real-time results 
(for example, too many false positives 
and false negatives), dynamic changes 
in profiles over time (although updat-
ing became a business driver), and 
opportunities for counterproductive 
training for the insider profile-based 
approach. 

This topic has a long and broad his-
tory, with many publications occur-
ring in the 1980s—although there had 
been various seeds planted earlier (for 
example, Anderson2). Note that we pre-
fer the term “misuse detection”7 to the 
narrower and misleading term “intru-
sion detection,” which is often used 
confusingly in a broader sense that is 
not limited to intrusions.

To illustrate the evolution of work 
in this area, we describe a sequence of 
interrelated projects at the SRI Inter-
national Computer Science Lab, not to 
hype them but rather as representative 
examples of the body of earlier work in 
this field. This work began in 1983 with 
our profile-based insider misuse de-
tection system using statistical analy-
sis.5 We then incorporated an early 
rule-based expert system P-BEST8,15 
into SRI’s Intrusion Detection Expert 
System (IDES).3,4,9 We next combined 
the first two projects into the Next-

generation Intrusion Detection System 
(NIDES) that used both rule-based and 
profile-based detection.1 A few years 
later came EMERALD: Event Monitor-
ing Enabling Responses to Anomalous 
Live Disturbances,10,12 which devel-
oped and composed a distributed scal-
able tool suite for deploying real-time 
detection, analysis, correlation, and 
response technologies in a hierarchi-
cal fashion across large networks. The 
EMERALD technology was licensed to 
several security industry leaders and 
overcame some of the problems with 
the earlier work.

This unified collection of efforts 
was similar to work by other research 
teams that also encountered many of 
these difficulties in approximately the 
same time period.
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is trustworthy enough to withstand 
misuse and attacks.

The risks resulting from attacks 
and misuse have escalated dramati-
cally in recent years, with ransomware, 
targeted phishing attacks, social en-
gineering including disinformation 
and media exploitation, supply-chain 
attacks, hardware tampering, and 
much more. However, these burgeon-
ing problems lie outside the realm of 
misuse detection, but are nevertheless 
worth mentioning as part of the overall 
trustworthiness problem.

A retrospective conclusion is that 
misuse detection was generally a very 
difficult problem in the previous cen-
tury; however, addressing the overall 
threats is even more challenging today 
because of the escalation in potential 
risks—not just to the computer sys-
tems and networks, but also all the 
other issues such as human factors. 

What Can We Expect in the Future?
The techniques and tools for misuse 
detection and remediation in the past 
seem to be intrinsically limited. Thus, 
we might want to seek some radical 
new approaches. This thought leads us 
to the question: Would any elements of 
AI help us today or in the future?

There was a prescient 1989 report by 
John Rushby and Alan Whitehurst13 on 
the potential use of formal verification 
of AI systems to increase the assurance 
of such systems. In retrospect, that 
report has become extremely relevant 
today in light of the enormous lack of 
assurance in today’s AI feeding frenzy 
in commercial AI.14

Considering the assurance issues, 
we believe AI researchers have the po-
tential to save AI from the hype, as long 
as they increasingly place substantial 
emphasis on evidence-based research. 
One recent example is given by Jha, 
Rushby, and Shankar.6 Other efforts 
are also ongoing that train chatbots 
properly—and then independently 
assess (perhaps even formally prove) 
the correctness of the results. In stark 
contrast with the burgeoning research 
on AI assurance, the emerging com-
mercial AI today exhibits very little in 
terms of trustworthiness and other 
guarantees with respect to the quality 
of the output.

Various AI and machine-learning 
techniques have been applied to mis-

use detection since its conception, with 
varying degrees of success in limited 
areas but without addressing the fun-
damental problems. It appears that the 
inherent difficulties of misuse detec-
tion would still remain fundamentally 
unwieldy, even if a surge of evidence-
based AI were to take place. Complex 
problems rarely have easy solutions.

There are areas related to misuse 
detection where trustworthy AI would 
have the potential to greatly augment 
human defenders, and where some 
tasks could be automated and per-
formed in real time, while others are 
of a more interactive and investigative 
nature. Anomaly detection applied to 
event data from hosts and networks, 
malware detection, alert prioritiza-
tion, detection of spam and phishing 
messages, and transaction fraud de-
tection are all areas where AI is cur-
rently used and would benefit from 
increased trustworthiness. Interactive 
chatbots enabled by large language 
models (LLMs) have the potential to 
boost the performance of human in-
vestigators if they could be trusted to 
summarize complex events, allow the 
use of natural-language dialog queries 
into large datasets, suggest and guide 
response actions, and generate inci-
dent reports.

The rapid development of untrust-
worthy commercial AI tools will also 
help attackers become more produc-
tive and effective. For example, AI can 
help attackers evade detection tools 
by improving their ability to learn and 
mimic legitimate behavior. The big 
question is: Will AI help defenders im-
prove faster and better than attackers, 
or will AI simply amplify the asymmet-
ric imbalance that already exists—
which typically favors the attackers?

In short, some earlier work in the 
previous century was already a har-
binger for many of the problems com-
mercial AI is exhibiting today, which 
suggests new efforts with evidence-
based trustworthiness are going to be 
essential in the future. New research 
is needed (possibly less stringent than 
formal analysis) to provide higher as-
surance. Of course, in hindsight, the 
best strategy would be to have built 
everything much more carefully in the 
first place. 
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The techniques and 
tools for misuse 
detection and 
remediation in the 
past seem to be 
intrinsically limited. 
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