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suggests they will pervasively continue 
to recur in the future.

˲˲ A general lack of awareness and 
education relating to all of these is-
sues, requiring considerable rethink-
ing of these issues.

Background
Progress toward trustworthy systems 
for critical security uses has been very 
spotty. For example, several National 
Academies of Science Computer Sci-
ence and Technology Board studies have 
examined issues relating to computer 
and network security4,6,11 and cryptog-
raphy,5 with extensive conclusions and 
recommendations that seem to have 
been widely ignored, or not farsighted 
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In sid e  R isks columns have 
discussed specific types of 
risks (to safety, security, 
reliability, and so on), and 

specific application areas (for exam-
ple, critical national infrastructures, 
election systems, autonomous sys-
tems, the Internet of Things, artifi-
cial intelligence, machine learning, 
cybercurrencies and blockchains—
all of which are riddled with security 
problems). We have also considered 
risks of deleterious misuses of social 
media, malware, malicious drones, 
risks to privacy, fake news, and the 
meaning of “truth.” All of these and 
many more issues must be considered 
proactively as part of the development 
and operation of systems with require-
ments for trustworthiness.

We consider here certain overarch-
ing and underlying concepts that must 
be better understood and more sys-
tematically confronted, sooner rather 
than later. Some are more or less self-
evident, some may be debatable, and 
others may be highly controversial.

˲˲ A preponderance of flawed hard-
ware-software systems, which limits 
the development of trustworthy ap-
plications, which also impedes ac-
countability and forensics-worthy 
rapid identification of culprits and 
causes failures.

˲˲ Lack of understanding of the prop-
erties of composed systems. Compo-
nents that seem secure locally, when 
combined, may yield insecure systems.

˲˲ A lack of discipline and construc-
tive uses of computer science, physi-
cal science, technology, and engi-
neering, which hinders progress in 

trustworthiness, although new appli-
cations, widgets, and snake-oil-like 
hype continue apace without much 
concern for sound usability.

˲˲ A lack of appreciation for the wis-
dom that can be gained from science, 
engineering, and scientific methods, 
which impedes progress, especially 
where that wisdom is clearly relevant.

˲˲ A lack of understanding of the 
short-term and long-term risks by 
leaders in governments and business, 
which is becoming critical, as is their 
willingness to believe that today’s 
sloppy systems are good enough for 
critical uses.

˲˲ A widespread failure to under-
stand these risks is ominous, as history 
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enough, or possibly both. Other stud-
ies have examined some of the implica-
tions of using cryptography,1,2,7 where 
again related problems keep arising. 
Cryptography is an enormously useful 
concept for achieving trustworthy sys-
tems and networks; unfortunately, its 
effectiveness can be severely limited if 
it is not implemented in systems with 
sufficient trustworthiness. Thus, it is a 
trustworthiness enhancer, but cannot 
be relied on by itself to enable trust-
worthy systems and networks.

Total-System Trustworthiness
Trustworthiness is a total-system prob-
lem. That is, trustworthiness must con-
sider not just attributes of individual 
elements, but also how they compose 
and interact. It is not uncommon for 
systems to fail even when every indi-
vidual component is correct and seems 
locally secure. For example, the com-
position problem may be as simple as 
having different notions of the behav-
ior of a particular interface—where 
each component might assume the 
other does input validation—or as 
complex as subtle, time- and input-
dependent misbehavior under unusu-
al circumstances. Dependencies on 
flawed hardware must also be consid-
ered, such as the recent speculative-
execution and out-of-order execution 
attacks (for example, Spectre/Melt-
down14 and Foreshadow/Foreshadow-
NG vulnerabilities.15

The so-called “Martin Luther King 
Day meltdown” of the AT&T long-dis-
tance network in 1990 is a classic ex-
ample of the latter. There was a flaw in 
the recovery code when a phone switch 
rebooted and resumed normal opera-
tion. If a neighboring switch received 
two incoming calls within 1/100 of a 
second thereafter, it would crash. This, 
of course, triggered the same failures 
in its neighbors, iteratively throughout 
half a day.8

With so many known vulnerabili-
ties, and new ones continually being 
discovered, it is obvious that defenses 
are often overwhelmed. For example, 
the Common Vulnerability Enumera-
tion (mitre.cve) now includes more 
than 105,000 vulnerabilities—almost 
11,000 since the beginning of 2018.

More recently, consider the Fore-
shadow/L1 Terminal attacks on SGX 
discussed at USENIX Security 2018, 

and subsequently discovered Fore-
shadow-NG vulnerabilities,13,15 which 
broadly affect VMs, VMMs, operating 
systems, and SMM memory. The NG 
(next-generation) paper has attacks 
that “completely bypass the virtual 
memory abstraction by directly expos-
ing cached physical memory contents 
to unprivileged applications and guest 
virtual machines.” These attacks ap-
pear to be very serious.

Overall, there are no simple solutions. 
Precision in interface definition is one 
obvious approach, although obscure cas-
es are difficult to specify—for example, 
call-arrival rate at a critical time.

Trustworthiness Also Must 
Respect Human Behavior
Achieving trustworthiness in complex 
systems also depends critically on the 
people involved throughout system 
development and use. Many systems 
have poorly defined functional and 
behavioral requirements—if any. 
System architectures seldom reflect 
critical requirements, and implemen-
tations seldom adhere to those re-
quirements or design specifications. 
Formal methods have significant op-
portunities to improve trustworthi-
ness, but are challenging to use co-
herently. In operation, user wisdom 
and sensible behavior are often as-
sumed (instead of building people-
tolerant systems), and the creativity 
and power of malicious misuse and 
malware are inadequately consid-
ered. Thus, trustworthiness must 
anticipate all sorts of human behav-
ior, as well as environmental disrup-
tions. In essence, achieving trustwor-
thiness is very complex, and attempts 
to simplify it are generally fraught 
with vulnerabilities.

Future Directions for Systems 
Research and Development
A research program in systems poses 
many challenges. The most difficult 
is one of definition: What is systems 
research? What constitutes real in-
novation? Merely having multiple 
components is necessary, but not 
sufficient. Rather, what is needed 
is a demonstration that new tech-
niques either contribute to the secu-
rity of the full system or let us better 
evaluate security. Indeed, some early 
projects might simply be intended to 
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point problems—and too little effort 
devoted to systems aspects of solutions 
that include considerations of human 
behavior. Furthermore, many prob-
lems discussed long ago8,9 still have 
not been adequately addressed today. 
In addition, underlying principles for 
trustworthy systems have been posited 
since the 1960s and recently revisited, 
but widely ignored in practice.10 A re-
cent book also has more relevant sug-
gestions for the future.12

It is time to get serious about the 
dearth of trustworthy systems and the 
lack of deeper understanding of the 
risks that result from continuing on a 
business-as-usual course.	
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better define the problem and lay out 
a suitable research agenda.

One vital approach would be a uni-
fied theory of predictable subsystem 
composition that can be used to de-
velop hardware-software systems for a 
wide range of applications out of de-
monstrably trustworthy components. 
Formal methods could be useful selec-
tively. What is essential, though, is that 
the properties being composed are ac-
tually useful in real-world systems.

However, systems design is not a 
formal discipline today. Therefore, 
carefully documented open success 
stories that illustrate the power of an 
approach are also acceptable, especial-
ly if they enable constructive opportu-
nities for the future.

On a smaller scale, developing 
mechanisms and tools that advance 
the goal of secure systems would also 
be useful. Thus, a scheme that pro-
vides strong protection for crypto-
graphic keys while still leaving them 
useful for authorized uses is valuable.3 
This may be facilitated by specialized 
hardware—if that hardware is trust-
worthy (including available as needed). 
Thus, a variety of clean-slate hardware 
architecture specifications that can 
be implemented by multiple organi-
zations and that can facilitate total 
systems that are much more trust-
worthy would also be useful. Again, 
formal methods could be useful se-
lectively to prove critical properties 
of some of the specifications.

Conclusion 
Research and its funding have often 
failed us. There is too much focus on 
narrow problems—point solutions to 
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Achieving 
trustworthiness is 
very complex, and 
attempts to simplify it 
are generally fraught 
with vulnerabilities.


