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V viewpoints

Inside Risks   
Far-Sighted Thinking  
about Deleterious  
Computer-Related Events 
Considerably more anticipation is needed  
for what might seriously go wrong.

might be very far-reaching and in ex-
treme cases without possible recov-
erability. Such events are generally 
thought of as catastrophes or perhaps 
cataclysms. The primary thrust here is 
to anticipate the most serious poten-
tial events and consider what respons-
es might be needed—in advance.

SE V E R A L  P R E V I O U S  COMMU-

NICATIONS  Inside Risks col-
umns (particularly October 
2012 and February 2013) 
have pursued the needs for 

more long-term planning—particular-
ly to augment or indeed counter some 
of the short-term optimization that 
ignores the importance of developing 
and operating meaningfully trustwor-
thy systems that are accompanied by 
proactive preventive maintenance. 
This column revisits that theme and 
takes a view of some specific risks. It 
suggests that advanced planning for 
certain major disasters relating to se-
curity, cryptography, safety, reliability, 
and other critical system requirements 
is well worth consideration. The essen-
tial roles of preventive maintenance 
are also essential.

Crises, Disasters, and Catastrophes
There is a wide range of negative events 
that must be considered. Some tend to 
occur now and then from which some 
sort of incomplete recovery may be 
possible—even ones that involve acts 
that cannot themselves be undone 
such as deaths; furthermore so-called 
recovery from major hurricanes, earth-
quakes, and tsunamis does not result 
in the same physical state as before. 
Such events are generally considered 
to be crises or disasters. Other events 
may occur that are totally surprising 

and truly devastating (for example, the 
comet activity that is believed to have 
caused a sudden end of the dinosaurs).

In this column, I consider some 
events relating to computer-related 
systems whose likelihood might be 
thought possible but perhaps seem-
ingly remote, and whose consequences 
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Cryptography
This column is inspired in part by a 
meeting that was held in San Francisco 
in October 2014. The CataCrypt meet-
ing specifically considered Risks of 
Catastrophic Events Related to Cryp-
tography and its Possible Applications. 
Catastrophic was perhaps an overly dra-
matic adjective, in that it has an air of 
finality and even total nonrecoverabil-
ity. Nevertheless, that meeting had at 
least two consensus conclusions, each 
of which should be quite familiar to 
readers who have followed many of the 
previous Inside Risks columns.

First, it is clear that sound cryp-
tography is essential for many appli-
cations (SSL, SSH, key distribution 
and handling, financial transactions, 
protecting sensitive information, and 
much more). However, it seems alto-
gether possible that some major del-
eterious events could undermine our 
most widely used cryptographic algo-
rithms and their implementations. For 
example, future events might cause 
the complete collapse of public-key 
cryptography, such as the advance of 
algorithms for factoring large inte-
gers and for solving discrete-log equa-
tions, as well as significant advances 
in quantum computing. Furthermore, 
some government-defined cryptogra-
phy standards (for example, AES) are 
generally considered to be adequately 
strong enough for the foreseeable 
future—but not forever. Others (for 
example, the most widely used ellip-
tic-curve standard) could themselves 
already have been compromised in 
some generally unknown way, which 
could conceivably be why several ma-
jor system developers prefer an alter-
native standard. Recent attacks involv-
ing compromisible random-number 
generators and hash functions provide 
further warning signs.

As a consequence of such possi-
bilities, it would be very appropriate to 
anticipate new alternatives and strate-
gies for what might be possible in order 
to recover from such events. In such a 
situation, planning now for remedia-
tion is well worth considering. Indeed, 
understanding that nothing is perfect 
or likely to remain viable forever, vari-
ous carefully thought-through succes-
sive alternatives (Plan B, Plan C, and so 
forth) would be desirable. You might 
think that we already have some po-

tential alternatives with respect to the 
putative demise of public-key cryptog-
raphy. For example, theoretical bases 
for elliptic-curve cryptography have 
led to some established standards and 
their implementations, and more re-
fined knowledge about lattice-based 
cryptography is emerging—although 
they may be impractical for all but the 
most critical uses. However, the infra-
structure for such a progression might 
not be ready for widespread adoption 
in time in the absence of further plan-
ning. Newer technologies typically take 
many years to be fully supported. For 
example, encrypted email has been 
very slow to become easily usable—in-
cluding sharing secret keys in a secret-
key system, checking their validity, 
and not embedding them in readable 
computer memory. Although some 
stronger implementations are now 
emerging, they may be further retard-
ed by some nontechnical (for example, 
policy) factors relating to desired sur-
veillance (as I will discuss later in this 
column). Also, some systems are still 
using single DES, which has now been 
shown to be susceptible to highly dis-
tributed exhaustive cracking attacks—
albeit one key at a time.

Second, it is clear—even to cryptog-
raphers—that even the best cryptog-
raphy cannot by itself provide total-
system solutions for trustworthiness, 
particularly considering how vulnerable 
most of our hardware-software systems 
and networks are today. Furthermore, 
the U.S. government and other nations 
are desirous of being able to monitor 
potentially all computer, network, and 
other communications, and seek to 
have special access paths available for 

surveillance purposes (for example, 
backdoors, frontdoors, and hopefully 
exploitable hidden vulnerabilities). The 
likelihood those access paths could be 
compromised by other parties (or mis-
used by trusted insiders) seems much 
too great. Readers of past Inside Risks 
columns realize almost every computer-
related system and network in existence 
is likely to have security flaws, exploit-
able vulnerabilities and risks of insider 
misuse. Essentially every system archi-
tect, program-language and compiler 
developer, and programmer is a poten-
tial generator of flaws and risks.

Recent penetrations, breaches, and 
hacking suggest that the problems 
are becoming increasingly worse. Key 
management by a single user or among 
multiple users sharing information 
could also be subverted, as a result of 
system security flaws, vulnerabilities, 
and other weaknesses. Even worse, 
almost all information has now been 
digitized, and is available either on 
the searchable Internet or on the un-
searchable Dark Net.

This overall situation could turn out 
to be a disaster for computer system 
companies (who might now be less 
trusted than before by their would-be 
customers), or even a catastrophe in the 
long run (for example, if attackers wind 
up with a perpetual advantage over de-
fenders because of the fundamental in-
adequacy of information security). As a 
consequence, it is essential that systems 
with much greater trustworthiness be 
available for critical uses—and especially 
in support of trustworthy embeddings of 
cryptography and critical applications.

Trustworthy Systems, 
Networks, and Applications
Both of the preceding italicized con-
clusions are highly relevant more 
generally—to computer system se-
curity, reliability, safety, and many 
other properties, irrespective of cryp-
tography. Events that could compro-
mise the future of an entire nation 
might well involve computer-related 
subversion or accidental breakdown 
of critical national infrastructures, 
one nation’s loss of faith in its own 
ability to develop and maintain suffi-
ciently secure systems, loss of domes-
tic marketplace presence as a result 
of other nations’ unwillingness to 
acquire and use inferior (potentially 

Essentially every 
system architect, 
program-language 
and compiler 
developer, and 
programmer is  
a potential generator 
of flaws and risks.
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is often considered to be decoupled 
from computer-communication tech-
nologies, but actually is often heavily 
dependent on those technologies. In 
addition, many of these areas are inter-
dependent on one another.

 ! Critical national infrastructures 
are currently vulnerable, and in many 
cases attached directly or indirectly to 
the Internet (which potentially implies 
many other risks). Telecommunications 
providers seem to be eager to elimi-
nate landlines wherever possible. You 
might think that we already have Plan 
B (mobile phones) and Plan C, such 
as Skype or encrypted voice-over-IP. 
However, such alternatives might as-
sume the Internet has not been com-
promised, that widespread security 
flaws in malware-susceptible mobile 
devices might have been overcome, 
and that bugs or even potential back-
doors might not exist in Skype itself. 
Furthermore, taking out a few cell tow-
ers or satellites or chunks of the Inter-
net could be highly problematic. Water 
supplies are already in crisis in some 
areas because of recent droughts, and 
warning signs abound. Canadians 
recall the experience in Quebec Prov-
ince in the winter of 1996–1997 when 
power distribution towers froze and 
collapsed, resulting in the absence of 
power and water for many people for 
almost a month. Several recent hur-
ricanes are also reminders that we 
might learn more about preparing for 
and responding to such emergencies. 
Power generation and distribution are 
monitored and controlled by com-
puter systems are potentially vulner-
able. For example, NSA Director Ad-
miral Michael Rogers recently stated 
that China and “probably one or two 
other” countries have the capacity to 
shut down the nation’s power grid and 
other critical infrastructures through a 
cyberattack.b Clearly, more far-sighted 
planning is needed regarding such 
events, including understanding the 
trade-offs involved in promoting, de-
veloping, and maintaining efficient 
alternative sources.

 ! Preservation and distribution of 
clean water supplies clearly require 
extensive planning and oversight in 
the face of severe water shortages and 

b CNN.com (Nov. 21, 2014); http://www.cnn.com/ 
2014/11/20/politics/nsa-china-power-grid/.

compromisible) products, serious 
loss of technological expertise, and 
many other scenarios. The situation 
is further complicated by many other 
diverse nontechnological factors—
both causes and effects—for example, 
involving politics, personal needs, 
governmental regulation or the lack 
thereof, the inherently international 
nature of the situation, diplomacy, 
reputations of nations, institutions 
and individuals, many issues relating 
to economics, consequences of poor 
planning, moral/working conditions, 
education, and much more.

We consider here a few examples in 
which the absence of sufficient trust-
worthiness might result in various 
kinds of disaster. In each case, differ-
ences in scope and negative impacts 
are important considerations. In some 
cases, an adverse event may be targeted 
at specific people or data sources. In 
other cases, the result may have much 
more global consequences.

Ubiquitous surveillance, especially 
when there is already insufficient trust-
worthiness and privacy in the systems 
and networks being surveilled. Plan-
ning for a world in which the desires 
for meaningfully trustworthy systems 
have been compromised by ubiquitous 
surveillance creates an almost impos-
sible conflict. The belief that having 
backdoors and even systemic flaws in 
systems to be used by intelligence and 
law-enforcement operatives without 
those vulnerabilities not being exploit-
ed by others seems totally fatuous.2 As a 
consequence, the likelihood of having 
systems that can adequately enforce 
security, privacy, and many other re-
quirements for trustworthiness seem 
to have almost totally disappeared. The 
result of that reality suggests that many 
routine activities that depend on the 
existence of trustworthy systems will 
themselves be untrustworthy—human 
safety in our daily lives, financial trans-
actions, and much more.

There is very little room in the mid-
dle for an acceptable balance of the 
needs for security and the needs for 
surveillance. A likely lack of account-
ability and oversight could seriously 
undermine both of these two needs.

Privacy and anonymity are also 
being seriously challenged. Privacy 
requires much more than secure sys-
tems to store information, because 

many of the privacy violations are ex-
ternal to those systems. But a total pri-
vacy meltdown seems to be emerging, 
where there will be almost no expecta-
tion of meaningful privacy. Further-
more, vulnerable systems combined 
with surveillance results in potential 
compromises of anonymity. A recent 
conclusion that 81% of users of a sam-
pling of anonymizing Tor network us-
ers can be de-anonymized by analysis 
of router information1,a should not be 
surprising, although it seems to result 
from an external vulnerability rather 
than an actual flaw in Tor. Further-
more, the ability to derive accurate 
and relatively complete analyses from 
communication metadata and digi-
tal footprints must be rather startling 
to those who previously thought their 
actions were secure, when their in-
formation is widely accessible to gov-
ernments, providers of systems, ISPs, 
advertisers, criminals, approximately 
two million people in the U.S. relating 
to healthcare data, and many others.

A Broader Scope
Although the foregoing discussion 
specifically focuses primarily on com-
puter-related risks, the conclusions 
are clearly relevant to much broader 
problems confronting the world to-
day, where long-term planning is es-
sential but is typically deprecated. For 
example, each of the following areas 

a Roger Dingledine’s blog item and an attached 
comment by Sambuddho, both of which qual-
ify the 81% number as being based on a small 
sample. See https://blog.torproject.org/blog/
traffic-correlation-using-netflows.

Privacy requires 
much more than 
secure systems to 
store information, 
because many of  
the privacy violations 
are external to  
those systems.
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ways, and that the interrelations and 
potential disasters are very difficult to 
address without visionary total-system 
long-term planning.

Conclusion
Thomas Friedman3 has written about 
the metaphor of stampeding black el-
ephants, combining the black swan 
(an unlikely unexpected event with 
enormous ramifications) and the el-
ephant in the room (a problem visible 
to everyone as being likely to result 
in black swans that no one wants to 
address). Friedman’s article is con-
cerned with the holistic preservation 
of our planet’s environment, and is 
not explicitly computer related. How-
ever, that metaphor actually encap-
sulates many of the issues discussed 
in this column, and deserves men-
tion here. Friedman’s discussion of 
renewed interest in the economic 
and national security implications is 
totally relevant here—and especially 
soundly based long-term economic 
arguments that would justify the 
needs for greater long-term planning. 
That may be precisely what is needed 
to encourage pursuit of the content of 
this column.

In summary, without being a pre-
dictor of doom, this column suggests 
we need to pay more attention to the 
possibilities of potentially harmful 
computer-related disasters, and at 
least have some possible alternatives 
in the case of serious emergencies. The 
principles of fault-tolerant computing 
need to be generalized to disaster-tol-
erant planning, and more attention 
paid to stampeding black elephants. 
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lack of sanitation in some areas of the 
world, and the presence of endemic 
diseases where no such supplies cur-
rently exist. Computer models that 
relate to droughts and their effects on 
agriculture are not encouraging.

 ! Understanding the importance of 
proactive maintenance of physical infra-
structures such as roadways, bridges, 
railway track beds, tunnels, gas mains, 
oil pipelines, and much more is also 
necessary. From a reliability perspec-
tive, many power lines and fiber-optic 
telecommunication lines are located 
close to railroad and highway rights of 
way, which suggests that maintenance 
of bridges and tunnels is particularly 
closely related to continuity of power, 
and indeed the Internet.

 ! Global warming and climate 
change are linked with decreasing 
water availability, flooding, rising 
ocean temperatures, loss of crops and 
fishery welfare. Computer modeling 
consistently shows incontrovertible 
evidence about extrapolations into 
the future, and isolates some of the 
causes. Additional computer-related 
connections include micro-control-
ling energy consumption (including 
cooling) for data centers, and relocat-
ing server complexes into at-risk ar-
eas—the New York Stock Exchange’s 
computers must be nearby, because 
so much high-frequency trading is af-
fected by speed-of-light latency issues. 
Moving data centers would be vastly 
complex, in that it would require 
many brokerage firms to move their 
operations as well.

 ! Safe and available world food pro-
duction needs serious planning, in-
cluding consideration of sustainable 
agriculture, avoidance of use of pesti-
cides in crops and antibiotics in grain 
feeds, and more. This issue is of course 
strongly coupled with climate change.

 ! Pervasive health care (especially in-
cluding preventive care and effective 
alternative treatments) is important 
to all nations. The connections with 
information technologies are perva-
sive, including the safety, reliability, 
security and privacy of healthcare in-
formation systems and implanted de-
vices. Note that a catastrophic event 
for a healthcare provider could be 
having its entire collection of records 
harvested, through insider misuse or 
system penetrations. The aggregate 

of mandated penalties could easily 
result in bankruptcy of the provider. 
Also, class-action suits against manu-
facturers of compromised implanted 
devices, test equipment, and other 
related components (for example, re-
motely accessible over the Internet or 
controlled by a mobile device) could 
have similar consequences.

 ! Electronic voting systems and com-
promises to the democratic process 
present an illustrative area that re-
quires total-system awareness. Unau-
ditable proprietary systems are sub-
ject to numerous security, integrity, 
and privacy issues. However, nontech-
nological issues are also full of risks, 
with fraud, manipulation, unlimited 
political contributions, gerrymander-
ing, cronyism, and so on. Perhaps this 
area will eventually become a poster 
child for accountability, despite being 
highly politicized. However, remedia-
tion and restoration of trust would be 
difficult. Eliminating unaccountable 
all-electronic systems might result in 
going back to paper ballots but pro-
cedural irregularities remain as non-
technological problems.

 ! Dramatic economic changes can re-
sult from all of the preceding concerns. 
Some of these potential changes seem 
to be widely ignored.

The biggest realization here may 
be that many of these problem areas 
are closely interrelated, sometimes 
in mysterious and poorly understood 
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