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This paper describes two novel techniques, information-driven sensor querying (IDSQ) and
constrained anisotropic diffusion routing (CADR), for energy-efficient data querying and routing in ad
hoc sensor networks for a range of collaborative signal processing tasks. The key idea is to introduce
an information utility measure to select which sensors to query and to dynamically guide data routing.
This allows us to maximize information gain while minimizing detection latency and bandwidth
consumption for tasks such as localization and tracking. Our simulation results have demonstrated
that the information-driven querying and routing techniques are more energy efficient, have lower
detection latency, and provide anytime algorithms to mitigate risks of link/node failures.
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Networks of hundreds or thousands of sensor nodes equipped with sensing, computing and
communication ability are conceivable with recent technological advancement. Methods are presented
in this report to recover and visualize data from wireless sensor networks, as well as to estimate node
positions. A communication system is assumed wherein information from sensor nodes can be
transferred to a centralized computer for data processing, though suggestions are made for
extensions to distributed computation. Specifically, this report presents four topics. First, the notion of
using network connectivity to reconstruct node positions via linear or semidefinite programming is
explored. Random feasible node placement and bounding methods are both found to increase in
precision with the indiviual geographical constraints. Second, the potential effectiveness of two
correlation-based sensor data encoding schemes is reported. Blind correlation methods are found to
provide meager compression while semi-blind correlation can effectively reduce bandwidth
requirements by one-half. Third, trajectory reconstruction through a sparse sensor network is used to
track objects with expectation-minimization techniques. Trajectories can be distinguished providing
that sufficient spatial or temporal separation exists. Fourth, optical flow algorithms are used to
visualize time-varying continuous flow around the network. A qualitative analysis of the reconstructed
flow for several case studies suggests a minimal node density as related to flow speeds.
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In this paper, we present a family of adaptive protocols, called SPIN (Sensor Protocols for Information
via Negotiation), that efficiently disseminates information among sensors in an energy-constrained
wireless sensor network. Nodes running a SPIN communication protocol name their data using high-
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wireless sensor network. Nodes running a SPIN communication protocol name their data using high-
level data descriptors, called metadata. They use meta-data negotiations to eliminate the
transmission of redundant data throughout the network. In addition, SPIN nodes can base their
communication decisions both upon application-specific knowledge of the data and upon knowledge of
the resources that are available to them. This allows the sensors to efficiently distribute data given a
limited energy supply. We simulate and analyze the performance of two specific SPIN protocols,
comparing them to other possible approaches and a theoretically optimal protocol. We find that the
SPIN protocols can deliver 60% more data for a given amount of energy than conventional
approaches. We also find that, in terms of dissemination rate and energy usage, the SPIN protocols
perform close to the theoretical optimum.
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Dynamic enterprise systems, such as the battlefield, use self-organizing network infrastructure to
gather and disseminate real-time information for controlling the enterprise. Very large number of highly
mobile sensor data sources and users may be scattered over a wide area with little or no fixed
network support. These large surveillance sensor networks must adapt rapidly to dynamic changes in
sensor nodes configuration. Dynamic query processing and target tracking through this unstructured
sensor network of surveillance information sources and users must use the appropriate distributed
services and network protocols to solve the problems of mobility, dispersion, weak and intermittent
disconnection, dynamic reconfiguration, and limited power availability. We provide three main
distributed services: lookup service, composition service, and dynamic adaptation service. Through a
distributed implementation of these services, other application-specific network and system services
can be defined spontaneously in the sensor network. They also enable dynamic adaptation of these
services to incremental addition and removal of sensor nodes, device failure and degradation,
migration of sensor nodes, and changing requirements in tasks and networks. When placed together
impromptu, sensor nodes should immediately know about the capabilities and functions of other smart
nodes and network together as a community system to perform coordinated tasks and networking
functionalities.
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Recent advances in low-power embedded processors, radios, and micro-mechanical systems (MEMs)
have made possible the development of networks of wirelessly interconnected sensors. With their
focus on applications requiring tight coupling with the physical world, as opposed to the personal
communication focus of conventional wireless networks, these wireless sensor networks pose
significantly different design, implementation, and deployment challenges. In this paper, we present a
set of models and techniques that are embodied in a simulation tool for modeling wireless sensor
networks. Our work builds up on the infrastructure provided by the widely used ns-2 simulator, and
adds a suite of new features and techniques that are specific to wireless sensor networks. These
features introduce the notion of a sensing channel through which sensors detect targets, and provide
detailed models for evaluating energy consumption and battery lifetime.
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