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Abstract— We present an approach to multicasting messages among
highly mobile hosts in ad hoc networks. We suggest a new definition of
a role-based multicast that suits the special needs of inter-vehicle commu-
nication: Rather than by explicit identification, a multicast group is defined
implicitly by location, speed, driving direction and time. As an example,
we study a road accident that is reported to nearby vehicles. We focus on
sparse deployment of the system which is likely to occur soon after the sys-
tem is introduced to the market. In this state, the resulting ad hoc network
tends to be disconnected. We tailor the proposed algorithm to overcome
this problem of network fragmentation. Simulations show us the quality of
the proposed protocol by measuring how many vehicles inside a multicast
area are informed in time under various conditions.

Keywords—Inter-vehicle communication, mobile ad hoc network, multi-
cast, Global Positioning System

I. I NTRODUCTION

Recently, mobile computing has become a hot topic in re-
search. Although computer and communication devices are be-
coming smaller and more powerful, mobility still challenges ap-
plications of mobile computing especially in the area of ad hoc
networking. A mobile ad hoc network consists of mobile hosts
that communicate via wireless links. Due to mobility, the topol-
ogy of the network changes continuously and wireless links
break down and reestablish frequently. Moreover, an ad hoc
network operates in the absence of fixed infrastructure forcing
the hosts to organize the exchange of information decentrally.

A prominent application of mobile ad hoc networks is di-
rect wireless communication between vehicles in road traffic. In
this application, the vehicles are equipped with a computer con-
trolled radio modem allowing them to contact other equipped
vehicles in their vicinity. Adhering to the abstract definition of
an ad hoc network, we assume no fixed infrastructure to support
the communication. Still, some aspects of it make inter-vehicle
communication distinct from ad hoc networking in general –
namely the high mobility and the anonymity of hosts and as a
consequence of both, a modified definition of multicast.

We believe that the best applications of inter-vehicle commu-
nication are to provide improved comfort and additional safety
in driving. Our aim is to make these applications feasible by
enabling the dissemination of information among participating
vehicles. In contrast to applications in cooperative driving [1],
[2], platooning and automated highways [3], [4], [5], [6], we
are able to relax the requirements of high bandwidth, expen-
sive equipment and infrastructure, and most importantly 100 %
deployment. Tests with relatively cheap off-the-shelf devices
[7], [8] have shown the general feasibility of radio modems in

the 2.4 GHz industrial, scientific, and medical (ISM) band. As
an example application, an equipped vehicle identifies itself as
crashed by vehicular sensors that detect events like airbag ig-
nition. Then, it can report the accident instantly to equipped
vehicles nearby. We present an algorithm to disseminate such a
message among the other equipped vehicles on the road. Mul-
tihopping allows us to enlarge the area in which a vehicle could
receive the message. If the message reaches a vehicle for which
the warning is relevant, the driver can be informed early by the
system. Thus, we intend to help the driver cope with a poten-
tially dangerous or inconvenient situation.

II. ROLE-BASED MULTICAST

Many studies in ad hoc networking [9], [10], [11], [12], [13]
propose mobility patterns in the two-dimensional plane. There,
the hosts change their speed and direction more or less ran-
domly. However, vehicles in road traffic typically follow the
road which allows us to reduce mobility to one dimension. Fur-
thermore, vehicles on a highway often drive at 130 km/h and
more which is much faster than the papers [9], [10] presume.
Hong et. al. [14] have shown the impact of mobility patterns on
performance measures of ad hoc network protocols. Thus, we
study the proposed protocol under the conditions of a highway
traffic model.

Another impediment in mapping inter-vehicle communica-
tion to previous research in ad hoc networking is the anonymity
of participating hosts. As an essential requirement in network-
ing, every host vehicle possesses a unique identifier. But the
set of existing identifiers can easily exceed a practical size of
fixed host or server tables. Plus, newly manufactured vehi-
cles equipped with the system join the set of existing identifiers
whereas the identifiers of crashed or scrapped vehicles leave the
set. In contrast to the huge set of possible identifiers, an ad
hoc network formed in reality on the road will only connect a
small subset of identifiers. In applications of inter-vehicle com-
munication, a vehicle often needs to address other nearby vehi-
cles whose identities are a priori unknown rather than sending a
packet to a specificly identified vehicle.

In our sample scenario with a road accident, the crashed ve-
hicle wants to inform the other vehicles that are approaching the
hazardous area. To make the system work, the vehicles need
to be aware of their locations. Many vehicles do or will soon
utilize navigation systems like the Global Positioning System



(GPS). Although todays GPS receivers are accurate to within
100 m, we expect dramatic improvement during the next sev-
eral years. Future navigation systems will use differential cor-
rection or integrate inertial sensors to enhance the accuracy of
positioning down to a few meters or better [15], [16]. Assuming
that equipped vehicles know their location more or less accu-
rately, they can direct messages to a specific geographical area.
Imielinski and Navas [17] and Ko and Vaidya [11] proposed the
idea of using geographic constraints to specify the destination
of a packet to be routed and coined the term “geocast.”

However, in our application aspects other than location de-
termine whether a vehicle belongs to the multicast group. Tak-
ing the driving direction into account, a vehicle can distinguish
more reliably whether it is approaching the dangerous spot or
not. Also, if it employs a digital road map, the vehicle improves
its ability to classify the situation. On divided highways, an ac-
cident usually does not harm vehicles in the other driving direc-
tion. Finally, the velocity of a vehicle puts an individual dead-
line on message delivery for each potential recipient inside the
multicast region. When the vehicle receives the warning after
it has passed the accident, the message is useless to the driver.
Due to the high speed of mobile nodes, the ultimate point where
a vehicle has to be informed is within braking distance of the
accident. We use equation 1 to calculate each vehicle’s braking
distance depending on its velocity. Hence, the multicast group is
further limited to those vehicles inside the multicast region that
are still able to stop in front of the accident. By applying these
individual constraints on the definition of the multicast group,
we call the problem a “role-based multicast.”

distbrake(v) = v ��treaction +
v2

2 � bmax

(1)

where �treaction : reaction time of driver= 1 s

bmax : maximum deceleration= 4:4
m
s2

III. PROPOSEDPROTOCOL

In mobile ad hoc networks, three basic categories of multicast
algorithms exist. The pro-active approach precomputes paths to
all possible destinations and stores this information in routing ta-
bles. To maintain an up-to-date database, routing information is
periodically distributed throughout the network. As mentioned
in the previous section, the huge set of possible hosts plus the
high mobility makes this approach impractical for inter-vehicle
communication.

As a second category, routing and multicast protocols create
paths to other hosts on demand. The idea is based on a query-
response mechanism and is sometimes called “reactive multi-
cast.” In the query phase, a node explores the environment.
Once the query reaches the destination, the response phase is
issued and establishes the path. Still, the sender requesting a
route to a destination must know its identity. If this knowledge
is missing, the sender first has to collect information about the
network topology.

In the third category, multicasting algorithms are simply
flooding the network. Every node receiving a message forwards

it to a list of neighbors. Flooding a network acts like a chain
reaction that can result in exponential growth. Nonetheless, it
has the advantage of working with no knowledge about the un-
derlying network topology. Thus, the query phase in reactive
multicasting often uses flooding to find a path.

Assuming that warning about an accident is a relatively rare
event, it seems suitable to design the protocol working on de-
mand. However, a warning message is not much bigger than a
control packet sent during a request phase. Hence, we avoid the
response phase and simply apply flooding to reach the multicast
group. We also take advantage of the broadcasting nature of ra-
dio waves; a packet sent by one host can reach multiple receivers
simultaneously. Thus, the number of sending activities only in-
creases linearly with the number of hosts although the number
of packets received still grows exponentially.

The Location-Based Multicast (LBM) protocol described by
Ko and Vaidya [11] also uses flooding and is therefore similar
to our approach. The region to which the geocast should be de-
livered is named the “multicast region.” A “forwarding zone”
contains the multicast region and connects it to the source node.
LBM differs from our algorithm in that LBM limits the flood-
ing process to nodes inside the forwarding zone whereas in our
scheme potentially everybody participates in the dissemination
process as long as messages do not exceed a maximum number
of hops.

In previous studies on flooding [18], we encountered the prob-
lem of a fragmented network due to a small number of equipped
vehicles on the road. Obviously, the success of the system in
the market place depends on the system functioning and pro-
ducing visible results with only a few vehicles being equipped.
Furthermore, our simulations in [18] proved that reaching the
maximum of addressed vehicles only takes one second covering
a stretch up to 5 km. Realizing that fast delivery is not a crucial
factor, we propose the idea of allowing nodes to not forward the
message until new receivers move into their vicinity. We assume
our protocol works on top of a data link layer that keeps track
of the neighboring nodes. Thus, the system is notified when
new neighbors enter the vehicles’ transmission area or existing
neighbors move out of range. The crashed vehicle starts send-
ing the warning message when it senses a neighboring vehicle.
After initiation of the message dissemination, all other equipped
vehicles perform the following algorithm.

Each vehicle maintains the setN of neighbors. It constantly
updatesN according to the notification from the data link layer.
Also, each vehicle associates the setS with the warning mes-
sage. Every time the system receives the message from a sender,
it adds the sender’s identity toS. On the first reception of the
message,S is initialized with the corresponding sender identity
and the system switches into one of the two states “WaitToRe-
send” or “WaitForNeighbor.”

If N n S 6= ;, the system has neighbors other than the sender
of the previously received message and it enters the “WaitToRe-
send” mode. We assume that the message header contains the
position of its sender. By knowing its own position, the system
determines a waiting timeWT depending on the distanced to



the sender such that the waiting time is shorter for more distant
receivers as shown in equation 2.

WT (d) = �
MaxWT

Range
� d̂+MaxWT (2)

d̂ = minfd;Rangeg

where MaxWT : maximum waiting time

Range : transmission range

To understand our motivation to wait rather than to resend
the message immediately, consider the broadcasting nature of
radio waves. Multiple hosts can receive the same packet simul-
taneously. Then, an immediate resending would cause burst-like
traffic on the channel. The medium access control in ad hoc net-
works is often based on a carrier sense multiple access (CSMA)
mechanism. It is well known that CSMA suffers from instability
when the capacity of the channel is reached [19], [20]. Hence,
we try to avoid peak load by forcing the receivers to wait. Using
the functionWT , mainly hosts at the border of the reception
area take part in forwarding the message quickly.

While the system awaits the moment to resend, it still updates
the setsN andS. If on any of these updates the conditionN n
S 6= ; does not hold anymore, the system switches into the
“WaitForNeighbor” state. Otherwise, it forwards the message
after the calculated waiting time is over.

If N n S = ;, then there are no new receivers nearby and the
system switches into “WaitForNeighbor” mode. In this state, the
system waits until an update ofN occurs such thatN n S 6= ;.
Then, the system forwards the message.

IV. SIMULATION MODEL

To study our approach to role-based multicast, we imple-
mented the following model of an inter-vehicle communication
scenario in SHIFT [21] which was developed within the PATH
program at the University of California, Berkeley.

We assume that the vehicles use omnidirectional antennas im-
plying that a sender can transmit to multiple hosts simultane-
ously. When they are within transmission range of a sending
vehicle, all other equipped vehicles potentially receive the data
packet. Having tested two 2.4 GHz radio modems [7], we mea-
sured approximately 600 m as the maximum distance for receiv-
ing data. We choose the maximum waiting time until a vehicle
forwards a packet to be 40 ms. The dissemination of the mes-
sage is also ultimately controlled by the maximum hops it can
take. We limit the propagation of a message to 20 hops.

As an example application of our approach, we demonstrate
the equipped vehicles distributing a warning message about an
accident in road traffic. We model a straight road 10 km long
with two lanes in each direction. The accident happens in the
middle of the simulated stretch. Two different road types are
considered: a divided highway and a highway without divider.

When measuring the performance of our multicast protocol,
the multicast region in which drivers should be informed about
the accident depends on those road types. For the road model of
the divided highway, the multicast region covers the area behind

the accident on the side of the highway where the accident hap-
pens. On the undivided highway, the vehicle having an accident
can affect both driving directions. Hence, all vehicles approach-
ing the position of the accident are part of the multicast region.
Refer to figure 1 that sketches the scenarios described above.

Each vehicle on the road moves at a constant, randomly cho-
sen velocity. For the sake of simplicity, we do not model com-
plex maneuvers like lane changes or overtaking. Furthermore,
we assume that the traffic is relatively dense but is still free flow-
ing. We then determine the distribution of velocity from a traffic
model by Heidemann [22]. Two parameters define this model:
the average velocity and the traffic density. For our highway
scenario, the velocity varies around the value of 130 km/h and
the average traffic density is 5 veh per km per lane.

The process of message dissemination depends heavily on the
number of equipped vehicles on the road. When the system is
introduced to the market, only a small number of vehicles will
be equipped. We designed our algorithm to overcome the prob-
lem of fragmentation in sparsely connected networks. Thus, we
incremented the percentage of equipped vehicles from 1 % up to
10 percent. To study the transition to full market share, we also
considered values of 15, 20, 25, 50, and 100 % deployment. We
executed 100 simulation runs for each set of parameters.

V. SIMULATION RESULTS

A. Metrics

The simulation starts by initiating the message dissemination
from the crashed vehicle in the middle of the simulated road
stretch. At this moment, all equipped vehicles inside the multi-
cast region determine their braking distance according to equa-
tion 1. The multicast group consists of all vehicles in the multi-
cast region that are still able to stop in front of the accident ac-
cording to their braking distance. The simulation proceeds until
all members of the multicast group have passed the accident.
Once the distance of a vehicle to the accident becomes less than
the vehicle’s braking distance, we note whether the vehicle is in-
formed or not. We characterize a simulation run by the success
of the role-based multicast which is the ratio of informed vehi-
cles to the size of the multicast group. This metric is similar to
the “Accuracy of Multicast Delivery” in [11]. In the case that the
multicast group has no members, the result of the success metric
is undefined. Hence, we eliminate all simulation runs that meet
this criteria. Table I summarizes the total number of simulation
runs with an empty multicast group of the 100 runs we carried
out for each parameter set. The mean values over all valid simu-
lation runs for different percentages of equipped vehicles on the
road are shown in figure 2 and figure 3. Note, that we scaled
the horizontal axis logarithmically to enhance visibility of the
results for small deployment of 10 % and less.

We compare the success of our protocol to the success of an
unknown but optimal multicast protocol without waiting when
t = 0. For simplicity, the timet = 0 represents the moment
the accident happens. Then, we take a snapshot of the network
topology resulting in a graphG = (V;E). The equipped ve-
hicles form the set of nodesV . An edge between two nodes
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Fig. 1. Sample scenarios for different road types

TABLE I

NUMBER OF SIMULATION RUNS WITH EMPTY MULTICAST GROUP

percentage of equip-

ped vehicles [%] 1 2 3 4 5 6 7 8 9–100

divided highway 46 37 26 16 12 6 2 3 0

undivided highway 40 8 3 2 1 1 0 0 0
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Fig. 2. Results for success of multicast on divided highway
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Fig. 3. Results for success of multicast on undivided highway

denotes that the corresponding vehicles are within transmission
range of each other. LetR be the set of equipped vehicles that
are reachable from the crashed vehicle in this topology i.e. a
path from the crashed vehicle exists in graphG. If the setM
denotes the multicast group, the setR\M is a maximum subset
of the multicast group that an optimal algorithm could inform.
Note, that not necessarilyR � M or M � R. We say that
jR\Mj
jMj is the success of an optimal multicast without waiting

whent = 0. Again, ifM = ; the result of the success metric is
undefined. To compare our algorithm with the above sketched
optimal multicast without waiting, we calculate the mean values
of success on top of the reduced data set. Thus, the simulation
runs with an empty multicast group have already been removed.
The results for an optimal multicast without waiting whent = 0
are added to the curves printed in figure 2 and figure 3.

B. Interpretation of Results

The results on both road types show the same characteris-
tics. When only 1 % of the vehicles are equipped, the success
rate reaches high values of 88.3 % on the divided highway and
87.3 % on the undivided highway. However, this is due to the
rarity of having more than one equipped vehicle on the road. In
the event of exactly one equipped vehicle on the road, our al-
gorithm always yields 100 % because the crashed vehicle waits
to initiate the message dissemination until it senses a neighbor.
The advantage of using the ability to detect neighbors in our al-
gorithm is clearly indicated by the immense difference in the
values of an optimal multicast without waiting whent = 0. We
achieve substantially better results than an optimal multicast al-
gorithm would reach for deployment up to 50 percent.

In the beginning, both curves first descend for higher deploy-
ment of the system. We explain this behavior by looking at the
example situation depicted in figure 4. As soon as the traffic
model consists of a few equipped vehicles, it becomes essen-
tial who is informed first. The crashed vehicle only initiates
the message once. Thus, if the receiverA of the first packet
happens to be driving away from the accident, it transports the
message only to the remaining stretchl of the road. Then, the
chance is small of meeting an oncoming receiverB that is fast
enough to carry the message back to vehicleC beforeC gets
into braking distanced of the accident. Hence, the performance
on multicast success can decrease even though the percentage of
equipment increases. The lowest average success for the divided
highway is 36.7 % for 15 % equipped vehicles and 48.4 % for
9 % equipped vehicles on the undivided highway. These fig-
ures correspond to a mean multicast group size of 7.0 and 8.7
vehicles respectively. Note, that the total number of equipped
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Fig. 5. Size of multicast group for both road types

vehicles on the road are approximately four times the size of the
multicast group on the divided highway and double the multi-
cast group size on the undivided highway. Refer to figure 5 for
the mean group size over all simulation runs. Further research
on the group size is necessary to understand if this is a critical
value.

Above deployment of 15 %, the success increases with higher
percentages. As expected, the significant advantage of waiting
for neighbors vanishes as soon as the network becomes less frag-
mented. Then, the algorithm acts like pure flooding and reaches
a sufficient number of destinations in time.

VI. CONCLUSION AND OUTLOOK

We presented an approach to multicasting a message among
highly mobile hosts like vehicles in road traffic. In contrast to
classic multicasting which requires a fixed set of address´ees, in
this approach the role of the vehicles determine the destination
of the message implicitly. As an example, vehicles equipped
with inter-vehicle radio communication propagate a warning
message about an accident. The proposed and implemented pro-
tocol suits especially sparsely connected networks due to small
deployment soon after the system is introduced to the market.
Also, we modeled two different road types: a divided and an
undivided highway.

Simulation results are generated for different percentages of

equipped vehicles on the road. When compared to an optimal
multicast algorithm that floods the network instantly, we achieve
significant better results with our approach to waiting for neigh-
bors. When less than 10 % of the vehicles are equipped, our
protocol exceeds any instant multicast algorithm at least by 20.4
percent. For all investigated deployment rates, our proposed
algorithm reaches no less than 36.7 % (divided highway) and
48.4 % (undivided highway) of the multicast group. In turn,
the compared optimal multicast algorithm resides at first below
20 % and arrives at a global minimum of only 9.8 % (divided
highway) and 7.7 % (undivided highway) due to the fragmenta-
tion of the network. Thus, our algorithm indeed overcomes the
problem of a sparsely connected network by taking advantage
of the high velocity and the mobility pattern of hosts in inter-
vehicle communication.

Future research will focus on the behavior of multiple ini-
tiated messages. Also, the overhead in terms of unnecessary
packets being sent and memory requirements of our protocol
has to be studied. Even though we believe that the underlying
protocol layers MAC and DLL are feasible, we wish to incorpo-
rate them into a more detailed simulation program. Finally, we
will look more closely into different applications of inter-vehicle
communication.
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