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Abstract— We present an approach to multicasting messages among the 2.4 GHz industrial, scientific, and medical (ISM) band. As
highl'y mobile hOIS_tS in ?‘d hoc ”ektlworks- _ VIVe Suggefs_t a ”eWh_dT‘ﬁ”ition of an example application, an equipped vehicle identifies itself as
a role-based multicast that suits the special needs of inter-vehicle commu- crashed by vehicular sensors that detect events like airbag ig-

nication: Rather than by explicit identification, a multicast group is defined - . . : -
implicitly by location, speed, driving direction and time. As an example, Nition. Then, it can report the accident instantly to equipped

we study a road accident that is reported to nearby vehicles. We focus on vehicles nearby. We present an algorithm to disseminate such a

sparse deployment of the system which is likely to occur soon after the sys- ; ; _
tem is introduced to the market. In this state, the resulting ad hoc network message among the other equipped vehicles on the road. Mul

tends to be disconnected. We tailor the proposed algorithm to overcome tihopping allows us to enlarge the area in which a V?hiC|e COUlq
this problem of network fragmentation. Simulations show us the quality of receive the message. If the message reaches a vehicle for which

the proposed protocol by measuring how many vehicles inside a multicast the warning is relevant, the driver can be informed early by the

area are informed in time under various conditions. . . .
: o : . system. Thus, we intend to help the driver cope with a poten-
Keywords—Inter-vehicle communication, mobile ad hoc network, multi- . . . . .
tially dangerous or inconvenient situation.

cast, Global Positioning System

I. INTRODUCTION Il. ROLE-BASED MULTICAST

Recently, mobile computing has become a hot topic in re-Many studies in ad hoc networking [9], [10], [11], [12], [13]
search. Although computer and communication devices are BEopose mobility patterns in the two-dimensional plane. There,
coming smaller and more powerful, mobility still challenges apghe hosts change their speed and direction more or less ran-
plications of mobile computing especially in the area of ad hétomly. However, vehicles in road traffic typically follow the
networking. A mobile ad hoc network consists of mobile host®ad which allows us to reduce mobility to one dimension. Fur-
that communicate via wireless links. Due to mobility, the topothermore, vehicles on a highway often drive at 130 km/h and
ogy of the network changes continuously and wireless linkgore which is much faster than the papers [9], [10] presume.
break down and reestablish frequently. Moreover, an ad hideng et. al. [14] have shown the impact of mobility patterns on
network operates in the absence of fixed infrastructure forcingrformance measures of ad hoc network protocols. Thus, we
the hosts to organize the exchange of information decentrallystudy the proposed protocol under the conditions of a highway

A prominent application of mobile ad hoc networks is ditraffic model.
rect wireless communication between vehicles in road traffic. InAnother impediment in mapping inter-vehicle communica-
this application, the vehicles are equipped with a computer cdi®n to previous research in ad hoc networking is the anonymity
trolled radio modem allowing them to contact other equipped participating hosts. As an essential requirement in network-
vehicles in their vicinity. Adhering to the abstract definition ofng, every host vehicle possesses a unique identifier. But the
an ad hoc network, we assume no fixed infrastructure to suppggt of existing identifiers can easily exceed a practical size of
the communication. Still, some aspects of it make inter-vehidiged host or server tables. Plus, newly manufactured vehi-
communication distinct from ad hoc networking in general cles equipped with the system join the set of existing identifiers
namely the high mobility and the anonymity of hosts and aswhereas the identifiers of crashed or scrapped vehicles leave the
consequence of both, a modified definition of multicast. set. In contrast to the huge set of possible identifiers, an ad

We believe that the best applications of inter-vehicle commbec network formed in reality on the road will only connect a
nication are to provide improved comfort and additional safegmall subset of identifiers. In applications of inter-vehicle com-
in driving. Our aim is to make these applications feasible bypunication, a vehicle often needs to address other nearby vehi-
enabling the dissemination of information among participatirgjes whose identities are a priori unknown rather than sending a
vehicles. In contrast to applications in cooperative driving [1packet to a specificly identified vehicle.

[2], platooning and automated highways [3], [4], [5], [6], we In our sample scenario with a road accident, the crashed ve-
are able to relax the requirements of high bandwidth, expériele wants to inform the other vehicles that are approaching the
sive equipment and infrastructure, and most importantly 1008&azardous area. To make the system work, the vehicles need
deployment. Tests with relatively cheap off-the-shelf devicés be aware of their locations. Many vehicles do or will soon
[7], [8] have shown the general feasibility of radio modems iatilize navigation systems like the Global Positioning System



(GPS). Although todays GPS receivers are accurate to withiirnio a list of neighbors. Flooding a network acts like a chain
100 m, we expect dramatic improvement during the next seeaction that can result in exponential growth. Nonetheless, it
eral years. Future navigation systems will use differential cdras the advantage of working with no knowledge about the un-
rection or integrate inertial sensors to enhance the accuracyeflying network topology. Thus, the query phase in reactive
positioning down to a few meters or better [15], [16]. Assuminguulticasting often uses flooding to find a path.
that equipped vehicles know their location more or less accu-assuming that warning about an accident is a relatively rare
rately, they can direct messages to a specific geographical aggant, it seems suitable to design the protocol working on de-
Imielinski and Navas [17] and Ko and Vaidya [11] proposed th@and. However, a warning message is not much bigger than a
idea of using geographic constraints to specify the destinatigéntrol packet sent during a request phase. Hence, we avoid the
of a packet to be routed and coined the term “geocast.” response phase and simply apply flooding to reach the multicast
However, in our application aspects other than location dgroup. We also take advantage of the broadcasting nature of ra-
termine whether a vehicle belongs to the multicast group. Takp waves; a packet sent by one host can reach multiple receivers
ing the driving direction into account, a vehicle can distinguisimultaneously. Thus, the number of sending activities only in-
more reliably whether it is approaching the dangerous spot@eases linearly with the number of hosts although the number
not. Also, if it employs a digital road map, the vehicle improvegst packets received still grows exponentially.

it; ability to classify the situation..On d_ivided highW?y.S' an aC- tpe | ocation-Based Multicast (LBM) protocol described by
cident usually does not harm vehicles in the other driving dlrtte{;:nd Vaidya [11] also uses flooding and is therefore similar
0
i

lt_lon. Finally, the \éelﬁc'ty ?(f a Vehr']de putg ?n |n_d|y|dugl qga our approach. The region to which the geocast should be de-
ine on message delivery for each potential recipient inside tfie, .o is named the “multicast region.” A “forwarding zone”

multicast region. Wh.e” the vehicle receiyes the warning aftc%ntains the multicast region and connects it to the source node.
it has passed the accident, the message is useless to the er| 0 differs from our algorithm in that LBM limits the flood-
Due to the high speed of mobile nodes, the ultimate pomtwh%% process to nodes inside the forwarding zone whereas in our

a vehicle has to be informed is within braking distance of thfcheme potentially everybody participates in the dissemination

accident. We use equation 1 to calculate each vehicle’s brak cess as long as messages do not exceed a maximum number
distance depending on its velocity. Hence, the multicast grou lfShOpS

further limited to those vehicles inside the multicast region thatI . di flooding 18 dth b
are still able to stop in front of the accident. By applying theie n previous studies on flooding [18], we encountered the prob-

individual constraints on the definition of the multicast grou (’am.ofafragmented networ.kdueto a small number of equpe_d
we call the problem a “role-based multicast” vehicles on the road. Obviously, the success o_f the system in
the market place depends on the system functioning and pro-

v2 ducing visible results with only a few vehicles being equipped.

2 bman (1) Furthermore, our simulations in [18] proved that reaching the
maximum of addressed vehicles only takes one second covering

a stretch up to 5 km. Realizing that fast delivery is not a crucial

distbrakg(v) =0 - Atreaction +

where Aty eqction : Feaction time of drivee= 1 s

. . m X .
bmae : Maximum deceleratios 4.4 — factor, we propose the idea of allowing nodes to not forward the
S message until new receivers move into their vicinity. We assume
I1l. PROPOSEDPROTOCOL our protocol works on top of a data link layer that keeps track

In mobile ad hoc networks, three basic categories of multicegtthe ne;]%hborlng noges. Jhlus,, the Sys.tem is notified vyhgn
algorithms exist. The pro-active approach precomputes pathd'fyV N€!9nhbors enter the vehicles’ transmission area or existing

all possible destinations and stores this information in routing ﬁ@lghbors move out of range. The crashed vehicle starts send-

bles. To maintain an up-to-date database, routing informatiodr?? th_e .v.varning message when. it senses a neighboring vghicle.
Jyfter initiation of the message dissemination, all other equipped

periodically distributed throughout the network. As mention i ) .
in the previous section, the huge set of possible hosts plus Wéncles perform the following algorithm.

high mobility makes this approach impractical for inter-vehicle Each vehicle maintains the sat of neighbors. It constantly
communication. updatesV according to the notification from the data link layer.

As a second category, routing and multicast protocols cre4t§0, each vehicle associates the Setvith the warning mes-
paths to other hosts on demand. The idea is based on a quéage. Every time the system receives the message from a sender,
response mechanism and is sometimes called “reactive mdftdds the sender’s identity t8. On the first reception of the
cast” In the guery phase’ a node exp|0res the environméﬁgssages is initialized with the Corresponding sender |dent|ty
Once the query reaches the destination, the response phagdgsthe system switches into one of the two states “WaitToRe-
issued and establishes the path. Still, the sender requestirig@Rd” or “WaitForNeighbor.”
route to a destination must know its identity. If this knowledge If N\ S # 0, the system has neighbors other than the sender
is missing, the sender first has to collect information about tbéthe previously received message and it enters the “WaitToRe-
network topology. send” mode. We assume that the message header contains the

In the third category, multicasting algorithms are simplposition of its sender. By knowing its own position, the system
flooding the network. Every node receiving a message forwamistermines a waiting tim&/ 7" depending on the distanekto



the sender such that the waiting time is shorter for more distaihé accident on the side of the highway where the accident hap-
receivers as shown in equation 2. pens. On the undivided highway, the vehicle having an accident
can affect both driving directions. Hence, all vehicles approach-
WT(d) = _ MaxWT “d+ MazWT (2) ing the position of the accident are part of the multicast region.
Range Refer to figure 1 that sketches the scenarios described above.
d= min{d, Range} Each vehicle on the road moves at a constant, randomly cho-
sen velocity. For the sake of simplicity, we do not model com-
plex maneuvers like lane changes or overtaking. Furthermore,
we assume that the traffic is relatively dense but is still free flow-
ing. We then determine the distribution of velocity from a traffic

To understand our motivation to wait rather than to rese oPeI by Heidemann [22]. Two parameters define this model:

the message immediately, consider the broadcasting natur?h% average velocity and the traffic density. For our highway

radio waves. Mult|plg hOStS’. can receve the same packet sim A’enario, the velocity varies around the value of 130 km/h and
taneously. Then, an immediate resending would cause burst-[| g average traffic density is 5 veh per km per lane

traffic on the channel. The medium access control in ad hoc net= ; . :
The process of message dissemination depends heavily on the

works is often based on a carrier sense multiple access (CSI\/In,?\j)mber of equipped vehicles on the road. When the system is

mechanism. Itis well known that CSMA suffers from instabilit){ntroduced to the market, only a small number of vehicles will
when the capacity of the channel is reached [19], [20]. Hencbe '

we try to avoid peak load by forcing the receivers to wait. Usir‘| ¢ equipped. We designed our algorithm to overcome the prob-

the function!V’T, mainly hosts at the border of the receptiongm of fragmentation in sparsely connected networks. Thus, we

: : : incremented the percentage of equipped vehicles from 1 % up to
area take part in forwarding the message quickly. »
. . o 10 percent. To study the transition to full market share, we also
While the system awaits the moment to resend, it still uPdatgc?nsidered values of 15. 20. 25. 50 and 100 % deplovment. We
the setgV andS. If on any of these updates the conditityn\ ] ploy '

. . X 1 imulation runs for h f parameters.
S # () does not hold anymore, the system switches into tﬁeecuted 00 simulation runs for each set of parameters

“WaitForNeighbor” state. Otherwise, it forwards the message
after the calculated waiting time is over. .
If N\ S = 0, then there are no new receivers nearby and the Metrics

system switches into “WaitForNeighbor” mode. In this state, the The simulation starts by initiating the message dissemination
system waits until an update 8f occurs such thalV' \ S # 0. trom the crashed vehicle in the middle of the simulated road
Then, the system forwards the message. stretch. At this moment, all equipped vehicles inside the multi-
cast region determine their braking distance according to equa-
tion 1. The multicast group consists of all vehicles in the multi-
To study our approach to role-based multicast, we impleast region that are still able to stop in front of the accident ac-
mented the following model of an inter-vehicle communicatiocording to their braking distance. The simulation proceeds until
scenario in SHIFT [21] which was developed within the PATHII members of the multicast group have passed the accident.
program at the University of California, Berkeley. Once the distance of a vehicle to the accident becomes less than
We assume that the vehicles use omnidirectional antennashre vehicle’s braking distance, we note whether the vehicle is in-
plying that a sender can transmit to multiple hosts simultan®®rmed or not. We characterize a simulation run by the success
ously. When they are within transmission range of a sendin§the role-based multicast which is the ratio of informed vehi-
vehicle, all other equipped vehicles potentially receive the datkes to the size of the multicast group. This metric is similar to
packet. Having tested two 2.4 GHz radio modems [7], we meie “Accuracy of Multicast Delivery”in [11]. In the case that the
sured approximately 600 m as the maximum distance for receimulticast group has no members, the result of the success metric
ing data. We choose the maximum waiting time until a vehicle undefined. Hence, we eliminate all simulation runs that meet
forwards a packet to be 40 ms. The dissemination of the mdsis criteria. Table | summarizes the total number of simulation
sage is also ultimately controlled by the maximum hops it canns with an empty multicast group of the 100 runs we carried
take. We limit the propagation of a message to 20 hops. out for each parameter set. The mean values over all valid simu-
As an example application of our approach, we demonstrdagion runs for different percentages of equipped vehicles on the
the equipped vehicles distributing a warning message aboutraad are shown in figure 2 and figure 3. Note, that we scaled
accident in road traffic. We model a straight road 10 km lortge horizontal axis logarithmically to enhance visibility of the
with two lanes in each direction. The accident happens in tresults for small deployment of 10 % and less.
middle of the simulated stretch. Two different road types areWe compare the success of our protocol to the success of an
considered: a divided highway and a highway without dividerunknown but optimal multicast protocol without waiting when
When measuring the performance of our multicast protocol= 0. For simplicity, the timet = 0 represents the moment
the multicast region in which drivers should be informed abotlie accident happens. Then, we take a snapshot of the network
the accident depends on those road types. For the road modebpblogy resulting in a grapty = (V, E). The equipped ve-
the divided highway, the multicast region covers the area behinidles form the set of nodels. An edge between two nodes

where MaxWT : maximum waiting time
Range : transmission range

V. SIMULATION RESULTS

IV. SIMULATION MODEL
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denotes that the corresponding vehicles are within transmission
range of each other. Ldt be the set of equipped vehicles that
are reachable from the crashed vehicle in this topology i.e. a
path from the crashed vehicle exists in graph If the setM
denotes the multicast group, the &t M is a maximum subset

of the multicast group that an optimal algorithm could inform.
Note, that not necessarilg ¢ M or M C R. We say that
"T?j‘f | is the success of an optimal multicast without waiting
whent = 0. Again, if M = @ the result of the success metric is
undefined. To compare our algorithm with the above sketched
optimal multicast without waiting, we calculate the mean values
of success on top of the reduced data set. Thus, the simulation
runs with an empty multicast group have already been removed.
The results for an optimal multicast without waiting whes 0

are added to the curves printed in figure 2 and figure 3.

B. Interpretation of Results

The results on both road types show the same characteris-
tics. When only 1 % of the vehicles are equipped, the success
rate reaches high values of 88.3 % on the divided highway and
87.3 % on the undivided highway. However, this is due to the
rarity of having more than one equipped vehicle on the road. In
the event of exactly one equipped vehicle on the road, our al-
gorithm always yields 100 % because the crashed vehicle waits
to initiate the message dissemination until it senses a neighbor.
The advantage of using the ability to detect neighbors in our al-
gorithm is clearly indicated by the immense difference in the
values of an optimal multicast without waiting whee= 0. We
achieve substantially better results than an optimal multicast al-
gorithm would reach for deployment up to 50 percent.

In the beginning, both curves first descend for higher deploy-
ment of the system. We explain this behavior by looking at the
example situation depicted in figure 4. As soon as the traffic
model consists of a few equipped vehicles, it becomes essen-
tial who is informed first. The crashed vehicle only initiates
the message once. Thus, if the receivepf the first packet
happens to be driving away from the accident, it transports the
message only to the remaining strefcbf the road. Then, the
chance is small of meeting an oncoming receiethat is fast
enough to carry the message back to vehi¢lbeforeC' gets
into braking distancd of the accident. Hence, the performance
on multicast success can decrease even though the percentage of
equipmentincreases. The lowest average success for the divided
highway is 36.7 % for 15 % equipped vehicles and 48.4 % for
9 % equipped vehicles on the undivided highway. These fig-
ures correspond to a mean multicast group size of 7.0 and 8.7
vehicles respectively. Note, that the total number of equipped
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Fig. 4. Example scenario with only a few equipped vehicles

100

o dvided Ty T . equipped vehicles on the road. When compared to an optimal
multicast algorithm that floods the network instantly, we achieve
significant better results with our approach to waiting for neigh-
bors. When less than 10 % of the vehicles are equipped, our
protocol exceeds any instant multicast algorithm at least by 20.4
percent. For all investigated deployment rates, our proposed
algorithm reaches no less than 36.7 % (divided highway) and
48.4 % (undivided highway) of the multicast group. In turn,
the compared optimal multicast algorithm resides at first below
20 % and arrives at a global minimum of only 9.8 % (divided
highway) and 7.7 % (undivided highway) due to the fragmenta-
tion of the network. Thus, our algorithm indeed overcomes the
problem of a sparsely connected network by taking advantage
of the high velocity and the mobility pattern of hosts in inter-
vehicle communication.

0 SRR — ‘ Future research will focus on the behavior of multiple ini-
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percentage of equipped vehicles [%] tiated messages. Also, the overhead in terms of unnecessary
packets being sent and memory requirements of our protocol
Fig. 5. Size of multicast group for both road types has to be studied. Even though we believe that the underlying

protocol layers MAC and DLL are feasible, we wish to incorpo-
. lhate them into a more detailed simulation program. Finally, we

| look more closely into different applications of inter-vehicle
multicast group on the divided highway and double the mUIRth:Yc?mmunication. y PP

cast group size on the undivided highway. Refer to figure 5 for
the mean group size over all simulation runs. Further research ACKNOWLEDGMENT

on the group size is necessary to understand if this is a critical ) .
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Above deployment of 15 %, the success increases with higitgmented Heidemann's traffic model.
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