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\[
\begin{align*}
\text{(!WL)} & \quad \frac{\Delta \vdash u : !A \quad \Sigma \vdash t : B}{\Sigma, \Delta \vdash \text{discard } u \text{ in } t : B} \\
\text{(!DL)} & \quad \frac{\Delta \vdash u : !A \quad \Sigma, x : A \vdash t : B}{\Sigma, \Delta \vdash \text{read } \text{store } x \text{ as } u \text{ in } t : B} \\
\text{(!CL)} & \quad \frac{\Delta \vdash u : !A \quad \Sigma, x : !A, y : !A \vdash t : B}{\Sigma, \Delta \vdash \text{copy } x@y \text{ as } u \text{ in } t : B} \\
\text{(!SR)} & \quad \frac{\Delta \vdash t_i : !B_i \quad x_i : !B_i \vdash u : A}{\Delta_1 \cdots \Delta_n, \Sigma \vdash \text{store } u[t_1/x_1 \cdots t_n/x_n] : !A} \\
\text{(!L)} & \quad \frac{\Delta \vdash u : 1 \quad \Sigma \vdash t : A}{\Sigma, \Delta \vdash \text{let } 1 \text{ be } u \text{ in } t : A} \\
\text{(!R)} & \quad \frac{}{\vdash 1 : 1}
\end{align*}
\]
\[
\begin{align*}
\text{I} & \quad x : A \vdash x : A \\
\text{Subst} & \quad \frac{\Sigma \vdash t : A \quad x : A, \Gamma \vdash u : B}{\Sigma, \Gamma \vdash u[t/x] : B} \\
\text{Exch. Left} & \quad \frac{\Sigma, x : A, y : B, \Delta \vdash u : A}{\Sigma, y : B, x : A, \Delta \vdash u : A} \\
\text{A} & \quad \frac{\Delta \vdash u : (A \leftarrow B) \quad \Sigma \vdash t : A}{\Sigma, \Delta \vdash (ut) : B} \\
\text{\sim R} & \quad \frac{\Sigma, x : A \vdash t : B}{\Sigma \vdash \lambda x.t : (A \leftarrow B)} \\
\otimes L & \quad \frac{\Delta \vdash u : (A \otimes B) \quad \Sigma, x : A, y : B \vdash t : C}{\Sigma, \Delta \vdash \text{let } (x \times y) \text{ be } u \text{ in } t : C} \\
\otimes R & \quad \frac{\Sigma \vdash u : A \quad \Gamma \vdash t : B}{\Sigma, \Gamma \vdash (u \times t) : (A \otimes B)} \\
\oplus L & \quad \frac{\Delta \vdash t : (A \oplus B) \quad \Sigma, x : A \vdash u : C \quad \Sigma, y : B \vdash v : C}{\Sigma, \Delta \vdash \text{case } t \text{ of } inl(x) \Rightarrow u, inr(y) \Rightarrow v : C} \\
\oplus R1 & \quad \frac{\Sigma \vdash t : A}{\Sigma \vdash \text{inl}(t) : (A \oplus B)} \\
\oplus R2 & \quad \frac{\Sigma \vdash t : B}{\Sigma \vdash \text{inr}(t) : (A \oplus B)} \\
\& L1 & \quad \frac{\Delta \vdash u : (A \& B) \quad \Sigma, x : A \vdash t : C}{\Sigma, \Delta \vdash \text{let } \langle x, \_ \rangle \text{ be } u \text{ in } t : C} \\
\& L2 & \quad \frac{\Delta \vdash u : (A \& B) \quad \Sigma, y : B \vdash t : C}{\Sigma, \Delta \vdash \text{let } \langle \_, y \rangle \text{ be } u \text{ in } t : C} \\
\& R & \quad \frac{\Sigma \vdash t : A \quad \Sigma \vdash u : B}{\Sigma \vdash \langle t, u \rangle : (A \& B)}
\end{align*}
\]
Appendix E

NAT Proof Rules

The informal reading of nat sequents is the same as the reading of seq sequents. That is, an nat sequent is composed of a type context, a \( \vdash \), a linear term, and a linear type. The informal meaning of a sequent is that if one assumes the types of variables given by the type context, then the linear term has the given linear type.
**APPENDIX D. SEQ PROOF RULES**

![Proof Rules Diagram](image-url)
<table>
<thead>
<tr>
<th>Rule</th>
<th>Inference</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>$x : A \vdash x : A$</td>
</tr>
<tr>
<td>Cut</td>
<td>$\Sigma \vdash t : A, x : A, \Gamma \vdash u : B$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma, \Gamma \vdash u[t/x] : B$</td>
</tr>
<tr>
<td>E Left</td>
<td>$\Sigma, x : A, y : B, \Delta \vdash u : A$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma, y : B, x : A, \Delta \vdash u : A$</td>
</tr>
<tr>
<td>$\otimes$ L</td>
<td>$\Sigma, x : A, y : B \vdash t : C$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma, z : (A \otimes B) \vdash \text{let } z \text{ be } (x \times y) \text{ in } t : C$</td>
</tr>
<tr>
<td>$\otimes$ R</td>
<td>$\Sigma \vdash t : A$</td>
</tr>
<tr>
<td></td>
<td>$\Gamma \vdash u : B$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma, \Gamma \vdash (t \times u) : (A \otimes B)$</td>
</tr>
<tr>
<td>$\neg \neg$ L</td>
<td>$\Sigma \vdash t : A$</td>
</tr>
<tr>
<td></td>
<td>$\Gamma, x : B \vdash u : C$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma, \Gamma, f : (A \rightarrow B) \vdash u[(ft)/x] : C$</td>
</tr>
<tr>
<td>$\neg \neg$ R</td>
<td>$\Sigma \vdash \lambda x.t : (A \rightarrow B)$</td>
</tr>
<tr>
<td>$\oplus$ L</td>
<td>$\Sigma, x : A \vdash u : C$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma, y : B \vdash v : C$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma, z : (A \oplus B) \vdash \text{case } z \text{ of } \text{inl}(x) \Rightarrow u, \text{inr}(y) \Rightarrow v : C$</td>
</tr>
<tr>
<td>$&amp;$ R</td>
<td>$\Sigma \vdash t : A$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma \vdash u : B$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma \vdash \langle t, u \rangle : (A &amp; B)$</td>
</tr>
<tr>
<td>$&amp;$ L1</td>
<td>$\Sigma, x : A \vdash t : C$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma, z : (A &amp; B) \vdash \text{let } z \text{ be } \langle x, _ \rangle \text{ in } t : C$</td>
</tr>
<tr>
<td>$\oplus$ R1</td>
<td>$\Sigma \vdash t : A$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma \vdash \text{inl}(t) : (A \oplus B)$</td>
</tr>
<tr>
<td>$&amp;$ L2</td>
<td>$\Sigma, y : B \vdash t : C$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma, z : (A &amp; B) \vdash \text{let } z \text{ be } \langle _, x \rangle \text{ in } t : C$</td>
</tr>
<tr>
<td>$\oplus$ R2</td>
<td>$\Sigma \vdash u : B$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma \vdash \text{inr}(u) : (A \oplus B)$</td>
</tr>
</tbody>
</table>
Appendix D

SEQ Proof Rules

An SEQ sequent is composed of a type context, a \( \vdash \), a linear term, and a linear type. The informal meaning of a sequent is that if one assumes the types of variables given by the type context, then the linear term has the given linear type.
\[
\begin{align*}
\text{APPENDIX C. LINEAR CALCULUS} & \quad 218 \\

\begin{array}{llll}
 t & \rightarrow & \lambda x. v & \quad u \rightarrow c & \quad v[c/x] \rightarrow d \\
(tu) & \rightarrow & d \\
 t & \rightarrow & (c \times d) & \quad u[c/x, d/y] \rightarrow e \\
\text{let } x \times y \text{ be } t \text{ in } u & \quad \rightarrow & e \\
 t & \rightarrow & \text{inl}(c) & \quad u[c/x] \rightarrow d \\
\text{case } t \text{ of } \text{inl}(x) \Rightarrow u, \text{inr}(y) \Rightarrow v & \quad \rightarrow & d \\
 t & \rightarrow & \text{inr}(c) & \quad v[c/y] \rightarrow d \\
\text{case } t \text{ of } \text{inl}(x) \Rightarrow u, \text{inr}(y) \Rightarrow v & \quad \rightarrow & d \\
 t & \rightarrow & \langle v, w \rangle & \quad v \rightarrow c & \quad u[c/x] \rightarrow d \\
\text{let } \langle x, _ \rangle \text{ be } t \text{ in } u & \quad \rightarrow & d \\
 t & \rightarrow & \langle v, w \rangle & \quad w \rightarrow c & \quad u[c/y] \rightarrow d \\
\text{let } \langle _, y \rangle \text{ be } t \text{ in } u & \quad \rightarrow & d \\
 t & \rightarrow & \_ & \quad \rightarrow & d \\
 u & \rightarrow & t & \quad \rightarrow & \\
\text{discard } t \text{ in } u & \quad \rightarrow & c \\
 t & \rightarrow & !v & \quad v \rightarrow c & \quad u[c/x] \rightarrow d \\
\text{read } !x \text{ as } t \text{ in } u & \quad \rightarrow & d \\
 u[t/x, t/y] & \rightarrow & c & \quad \text{copy } x@y \text{ as } t \text{ in } u & \quad \rightarrow & c \\
 t & \rightarrow & 1 & \quad u \rightarrow c & \quad \text{let } 1 \text{ be } t \text{ in } u & \quad \rightarrow & c \\
 t & \rightarrow & c & \quad u \rightarrow d & \quad \left( t \times u \right) \rightarrow \left( c \times d \right) \\
 t & \rightarrow & c & \quad u \rightarrow d & \quad \left( t \times u \right) \rightarrow \left( c \times d \right) \\
 t & \rightarrow & c & \quad \text{let}_{\text{cut}} & \\
 t & \rightarrow & c & \quad \text{let}_{\text{cut}} & \\
 t & \rightarrow & c & \quad \text{let}_{\text{cut}} & \\
 t & \rightarrow & \text{cut} x \text{ be } t \text{ in } u & \quad \rightarrow & d \\
 1 & \rightarrow & 1 & \quad \text{let}_{\text{cut}} & \\
\end{array}
\end{align*}
\]
Appendix C

Linear Calculus

The notation $t \rightarrow u$ is meant to be read “$t$ evaluates in any number of steps to $u$”. As usual, the following rules are universally quantified over terms $t, u, v$, and variables $x, y, z$. 
### APPENDIX B. PROP. INTUITIONISTIC LINEAR LOGIC

<table>
<thead>
<tr>
<th>I</th>
<th>( \Sigma \vdash A )</th>
<th>( \Sigma \vdash A, \Gamma \vdash B )</th>
<th>( \Sigma, \Gamma \vdash B )</th>
<th>Cut</th>
</tr>
</thead>
<tbody>
<tr>
<td>E Left</td>
<td>( \Gamma_1, A, B, \Gamma_2 \vdash C )</td>
<td>( \Gamma_1, B, A, \Gamma_2 \vdash C )</td>
<td>( \Sigma, (A \otimes B) \vdash C )</td>
<td>( \Sigma \vdash A )</td>
</tr>
<tr>
<td>( \otimes L )</td>
<td>( \Sigma, A, B \vdash C )</td>
<td>( \Sigma, (A \otimes B) \vdash C )</td>
<td>( \Sigma \vdash A )</td>
<td>( \Gamma \vdash B )</td>
</tr>
<tr>
<td>( \land L )</td>
<td>( \Sigma, A \vdash C )</td>
<td>( \Sigma, \Gamma, (A \land B) \vdash C )</td>
<td>( \Sigma \vdash A )</td>
<td>( \Gamma \vdash B )</td>
</tr>
<tr>
<td>&amp; L1</td>
<td>( \Sigma, A \vdash C )</td>
<td>( \Sigma, (A &amp; B) \vdash C )</td>
<td>( \Sigma \vdash A )</td>
<td>( \Sigma \vdash (A \oplus B) )</td>
</tr>
<tr>
<td>&amp; L2</td>
<td>( \Sigma, B \vdash C )</td>
<td>( \Sigma, (A &amp; B) \vdash C )</td>
<td>( \Sigma \vdash B )</td>
<td>( \Sigma \vdash (A \oplus B) )</td>
</tr>
<tr>
<td>!WL</td>
<td>( \Sigma \vdash A )</td>
<td>( \Sigma, !B \vdash A )</td>
<td>( \Sigma, !A \vdash B )</td>
<td>( \Sigma \vdash A )</td>
</tr>
<tr>
<td>!DL</td>
<td>( \Sigma, A \vdash B )</td>
<td>( \Sigma, !A \vdash B )</td>
<td>( \Sigma \vdash A )</td>
<td>( \Sigma \vdash !A )</td>
</tr>
<tr>
<td>!CL</td>
<td>( \Sigma, !A, !A \vdash B )</td>
<td>( \Sigma \vdash !A )</td>
<td>( \Sigma \vdash !A )</td>
<td>( \Sigma, !A \vdash B )</td>
</tr>
<tr>
<td>!SL</td>
<td>( \Sigma, A \vdash \Gamma B )</td>
<td>( \Sigma, \Gamma A \vdash \Gamma B )</td>
<td>( \Sigma \vdash !A )</td>
<td>( \Sigma \vdash A )</td>
</tr>
<tr>
<td>1L</td>
<td>( \Sigma \vdash A )</td>
<td>( \Sigma, 1 \vdash A )</td>
<td>( \Sigma \vdash A )</td>
<td>( \Sigma \vdash 1 )</td>
</tr>
<tr>
<td>0L</td>
<td>( \Sigma, 0 \vdash A )</td>
<td>( \Sigma \vdash A )</td>
<td>( \Sigma \vdash A )</td>
<td>( \Sigma \vdash 0 )</td>
</tr>
</tbody>
</table>
Appendix B

Prop. Intuitionistic Linear Logic

An intuitionistic linear logic sequent is composed of a multiset of linear logic formulas, and a single formula separated by a $\vdash$. This intuitionistic proof system is restricted so that there is no way to derive a sequent where the multiset on the right of the $\vdash$ contains more than one element. Below we give the inference rules for the intuitionistic linear sequent calculus. We assume a set of propositions $p_i$ given.
<table>
<thead>
<tr>
<th>Rule</th>
<th>Premise</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>( A \vdash A )</td>
<td>( \Gamma, A \vdash \Sigma )</td>
</tr>
<tr>
<td>E Left</td>
<td>( \Gamma, A, B, \Gamma_2 \vdash \Sigma )</td>
<td>( \Gamma_1 \vdash \Sigma_1, A, B, \Sigma_2 )</td>
</tr>
<tr>
<td>E Right</td>
<td>( \Gamma \vdash \Sigma_1, A, B, \Sigma_2 )</td>
<td>( \Gamma \vdash \Sigma_1, B, A, \Sigma_2 )</td>
</tr>
<tr>
<td>( \otimes ) Left</td>
<td>( \Gamma, A, B \vdash \Sigma )</td>
<td>( \Gamma_1 \vdash A, \Sigma_1, \Gamma_2 \vdash B, \Sigma_2 )</td>
</tr>
<tr>
<td>( \otimes ) Right</td>
<td>( \Gamma_1 \vdash A, \Sigma_1, \Gamma_2 \vdash B, \Sigma_2 )</td>
<td>( \Gamma_1 \vdash (A \otimes B), \Sigma_1, \Sigma_2 )</td>
</tr>
<tr>
<td>( \forall ) Left</td>
<td>( \Gamma_1, A \vdash \Sigma_1, \Gamma_2, B \vdash \Sigma_2 )</td>
<td>( \Gamma_1, \Gamma_2, (A \forall B) \vdash \Sigma_1, \Sigma_2 )</td>
</tr>
<tr>
<td>( \forall ) Right</td>
<td>( \Gamma_1 \vdash A, \Sigma_1, \Gamma_2 \vdash B, \Sigma_2 )</td>
<td>( \Gamma \vdash (A \forall B), \Sigma )</td>
</tr>
<tr>
<td>( \oplus ) Left</td>
<td>( \Gamma, A \vdash \Sigma, \Gamma, B \vdash \Sigma )</td>
<td>( \Gamma, (A \oplus B) \vdash \Sigma )</td>
</tr>
<tr>
<td>( \oplus ) Right</td>
<td>( \Gamma, (A \oplus B) \vdash \Sigma )</td>
<td>( \Gamma \vdash (A \oplus B), \Sigma )</td>
</tr>
<tr>
<td>&amp; Left 1</td>
<td>( \Gamma, A \vdash \Sigma )</td>
<td>( \Gamma, (A &amp; B) \vdash \Sigma )</td>
</tr>
<tr>
<td>&amp; Right 1</td>
<td>( \Gamma \vdash A, \Sigma )</td>
<td>( \Gamma \vdash (A &amp; B), \Sigma )</td>
</tr>
<tr>
<td>&amp; Left 2</td>
<td>( \Gamma, B \vdash \Sigma )</td>
<td>( \Gamma \vdash B, \Sigma )</td>
</tr>
<tr>
<td>&amp; Right 2</td>
<td>( \Gamma \vdash B, \Sigma )</td>
<td>( \Gamma \vdash (A &amp; B), \Sigma )</td>
</tr>
<tr>
<td>! W</td>
<td>( \Gamma \vdash \Sigma )</td>
<td>( \Gamma, ! A \vdash \Sigma )</td>
</tr>
<tr>
<td>! C</td>
<td>( \Gamma, ! A \vdash \Sigma )</td>
<td>( \Gamma, ! A \vdash \Sigma )</td>
</tr>
<tr>
<td>! D</td>
<td>( \Gamma, ! A \vdash \Sigma )</td>
<td>( \Gamma \vdash ! A, ! \Sigma )</td>
</tr>
<tr>
<td>! S</td>
<td>( \Gamma \vdash ! A, ! \Sigma )</td>
<td>( \Gamma \vdash ! A, ! \Sigma )</td>
</tr>
<tr>
<td>? W</td>
<td>( \Gamma \vdash \Sigma )</td>
<td>( \Gamma \vdash \Gamma A, \Sigma )</td>
</tr>
<tr>
<td>? C</td>
<td>( \Gamma \vdash \Gamma A, \Sigma )</td>
<td>( \Gamma \vdash \Gamma A, \Sigma )</td>
</tr>
<tr>
<td>? D</td>
<td>( \Gamma \vdash A, \Sigma )</td>
<td>( \Gamma \vdash \Gamma A, \Sigma )</td>
</tr>
<tr>
<td>? S</td>
<td>( \Gamma \vdash \Gamma A, \Sigma )</td>
<td>( \Gamma \vdash \Gamma A, \Sigma )</td>
</tr>
<tr>
<td>( \bot ) Left</td>
<td>( \Gamma \vdash A, \Sigma )</td>
<td>( \Gamma \vdash A, \Sigma )</td>
</tr>
<tr>
<td>( \bot ) Right</td>
<td>( \Gamma \vdash A, \Sigma )</td>
<td>( \Gamma \vdash \bot, \Sigma )</td>
</tr>
<tr>
<td>0 Left</td>
<td>( \Gamma, 0 \vdash \Sigma )</td>
<td>( \Gamma \vdash \top, \Sigma )</td>
</tr>
<tr>
<td>( \top ) Right</td>
<td>( \Gamma \vdash \Sigma )</td>
<td>( \Gamma \vdash \top, \Sigma )</td>
</tr>
<tr>
<td>1 Left</td>
<td>( \Gamma \vdash \Sigma )</td>
<td>( \Gamma \vdash \Sigma )</td>
</tr>
<tr>
<td>1 Right</td>
<td>( \Gamma \vdash \Sigma )</td>
<td>( \Gamma \vdash 1 )</td>
</tr>
<tr>
<td>( \neg ) Left</td>
<td>( \neg \vdash )</td>
<td>( \vdash 1 )</td>
</tr>
</tbody>
</table>
Appendix A

Linear Logic Sequent Calculus

Rules

A linear logic sequent is composed of two sequences of linear logic formulas separated by a $\vdash$. In most proofs, sequents are assumed to be constructed from multisets of linear logic formulas, effectively ignoring applications of the exchange rule.

The following notational conventions are used

- $p_i$: Positive propositional literal
- $\neg p_i$: Negative propositional literal
- $A, B, C$: Arbitrary formulas
- $\Sigma, \Gamma, \Delta, \Theta$: Arbitrary sequences of formulas
- $\otimes$: Tensor, the multiplicative conjunction
- $1$: One, the unit of tensor
- $\otimes$: Par, the multiplicative disjunction
- $\bot$: Bottom, the unit of par
- $\&$: With, the additive conjunction
- $\top$: Top, the unit of with
- $\oplus$: Plus, the additive disjunction
- $0$: Zero, the unit of plus
systems is a promising approach for the study of proof theory and for the study of more mainstream computer science. Indeed, linear logic has been introduced only recently and the body of work connecting theoretical computer science and linear logic is already quite large. This thesis contributes to this exciting application of logic in computer science, showing that linear logic is not about “Truth”; it is about computation.
linear logic and counter machines. This connection shows how to read proofs as descriptions of (successful) computations. This connection also provides a proof that propositional linear logic is undecidable. Other computationally interesting classes are also naturally represented in fragments of linear logic: semi-Thue systems may be embedded in noncommutative linear logic, classical quantified boolean formulas may be encoded in \textsf{mall}, showing that \textsf{mall} is \textsc{pspace}-complete, and 3-Partition can be encoded in constant-only multiplicative linear logic, showing that constant-only \textsf{ml} is \textsc{np}-complete.

Finally, exploring an additional computational interpretation of linear logic based on the Curry-Howard isomorphism, this thesis continues a line of research begun early in the history of linear logic. This thesis proves the subject-reduction (typesoundness) and the most general type theorems for \textsf{ml}^{1+}, a language related to those studied by others [53, 1, 91, 93, 21, 65, 16]. This thesis pushes proof theory a little further into compilation, providing a sound theoretical basis for some compiler optimizations which are currently performed in an ad hoc manner.

For future directions, the complexity of a few interesting decision problems for linear logic is still unknown. Without additives, multiplicative exponential linear logic (\textsf{mell}) can encode Petri-net reachability problems, which are known to be \textsc{exp}space-hard, but decidable [64, 71, 70, 69, 52]. Without positive polarity occurrences of $!$, or negative polarity occurrences of $\Gamma$, \textsf{mell} is decidable, by reduction to a Petri-net reachability problem. However, in general the decidability of the decision problem for \textsf{mell} is open. Another decision problem of interest involves the quantifiers. Work is currently progressing on computational interpretations of first order \textsf{mall} and full first order linear logic [61, 83]. Although some preliminary work has been done on second order \textsf{mall} [5], the decidability of pure second-order \textsf{mall} is open.

Future work in the functional language direction involves the translation of typed lambda calculus into the linear lambda calculus. It also involves further study of the computational efficiency of implementations of the linear lambda calculus. Work on both end of this problem is required in order to make practical use of the results of this thesis.

Establishing close connections between intuitive computational models and logical
Chapter 8

Conclusion

This thesis investigates computational aspects of linear logic. The main results of this work support the proposition: “Linear logic is a computational logic behind logics.”

This thesis augments the proof theoretic framework of linear logic by providing theorems such as permutability, impermutability, and cut-standardization with non-logical theories. On this expanded proof theoretic base, many complexity results are proved using the Girard correspondence between proofs and computations. Among these results are the undecidability of propositional linear logic, the \textit{p-space}-completeness of \textit{malt}, and the \textit{np}-completeness of the constant-only multiplicative fragment of linear logic. Another application of proof theory to computation is explored for a functional language \textit{ml} and its (compiled) implementation. The proposed linear type system for \textit{ml} yields compile-time type information about resource manipulation, which can be used to control aspects of program execution such as storage allocation, garbage collection, and array update in place. Most general type and subject reduction theorems are proved, and a compiled implementation based on the Three Instruction Machine is described.

In more detail, we demonstrate the power of the Girard correspondence between linear logic proofs and computation, establishing the complexity of the decision problem in several fragments of linear logic. There had been little previous work on decision problems in linear logic, and full propositional linear logic had been suspected to be decidable. Using the Girard correspondence, this thesis connects full propositional
argument stack, the label contains a pointer to the current continuation frame, and the space the current frame takes up cannot be reclaimed. However, nonlinear values in frames are overwritten once computed (in the lazy style of the Tim), and whole frames can be shared, instead of being copied. The penalty for this is that some traditional garbage collection mechanism must be used on frames.

All other objects are handled with explicit sharing instructions. The objects handled in this way include arrays, structures, and cons cells. These are separated into two classes: linear and nonlinear. Linear objects are not copyable, and are never referenced by two pointers at the same time. In our implementation all arrays (even linear ones) have elements which are reusable (of $\lambda$ type), although the arrays can be of arbitrary dimension. A nonlinear object is essentially handled in the a traditional way, with sharing of pointers to the same object. That is, nonlinear objects may be referenced by any number of pointers simultaneously.

### 7.7 Summary of Chapter

We have presented a linear calculus and three type inference systems: $\text{seq}$, $\text{nat}$, and $\text{nat2}$. We have shown that $\text{seq}$ and $\text{nat}$ equivalent, and that $\text{nat2}$ is closely related. We have demonstrated the existence of most general types and the subject reduction theorem. The linear calculus and very closely related type systems have appeared elsewhere, perhaps most well known in [53, 1].

Also, we have implemented a two-space abstract machine based on the three instruction machine which may be used to exploit the information available in linear types to generate more efficient code. For example, one may perform update in place on arrays in linear space. Although the study of opportunities for update in place in functional languages has a long history, the linear calculus and its type systems present a logical foundation for this kind of “resource-conscious” compiler optimization.
garbage collection by copying, a rather costly implementation technique [40]. Chirimar, Gunter, and Riecke have described an implementation which also focuses on the issue of garbage collection [21]. In their implementation, objects may be shared, so dynamic garbage collection is potentially required on all objects. However, the linear types of terms may be used to identify potential times at which objects may become garbage. Their implementation does not include the additives, but is extended with a recursion operator and polymorphism. Abramsky has described the implementation of a linear SECD machine further studied by Mackie [1, 65], and went on to generalize the linear calculus to one based on classical linear logic and described an implementation based on the chemical abstract machine [17]. Wadler [93] has also described several implementation issues regarding the linear calculus. He points out the importance of !(!A) being isomorphic to !A (which is true in our operational model), and suggests several extensions, including, for example, arrays, let! with read-only access, the removal of syntax for weakening and contraction, etc. Wadler also discusses the separation of types into linear and nonlinear, giving the types different syntax, very similar to our two memory spaces. We have considered only the extension of the linear calculus to include recursion and arrays, essentially as mentioned by Wadler [92].

Our LTIm implementation does not count the references of integers, continuation frames, nor code. In linear logic terms, it is assumed that code, continuations, and and base integer values are of ! type. That is, they are reusable. However, arrays, structures, and cons cells are not treated in this manner. Since integer values are assumed one word long, it is more efficient to copy them, rather than sharing. Code is always assumed to be nonlinear, and is shared. Code is traditionally assumed to be static and reusable, and it is difficult to imagine an implementation taking much advantage of code-space freed up when some code is executed for the last time. Continuations are assumed to be nonlinear, and are shared. This (mis)management of the storage for continuation frames could be a serious deficiency of this implementation. Continuation frames contain a sequence of pairs of pointers into code space and data. A continuation frame is created upon entry into every combinator, and must be preserved whenever a combinator suspends computation while control is transferred to some other combinator. That is, whenever a combinator pushes a label on the
with four special combinators: \texttt{delay}, \texttt{force}, \texttt{copy}, and \texttt{discard}, and modifies some of the internal data structures of Tim to also support eager evaluation and explicit storage management. The LTim implementation was pursued for two reasons. First, it provides further evidence that the linear calculus may be executed efficiently. Second, it embodies a natural dual space memory model well suited to the execution of linear calculus terms.

The key point of departure of our implementation from the previous implementations of the linear calculus is the memory model. The LTim implements two spaces, one linear, and one nonlinear. The idea is that objects in the linear space are purely linear, and thus have a reference count of exactly one at all times. Objects in the nonlinear space represent "stored" or reusable entities. Little or no static information is available about reference counts of objects in this space. The execution model we have in mind is that a \texttt{!} or \texttt{store} instruction (corresponding to the \texttt{!SR} rule of linear logic) ensures that objects reside in nonlinear space. Once an object is stored, it may be discarded or copied, a \texttt{discard} operation removes a pointer to a stored object, and a \texttt{copy} operation simply copies a pointer to an object in nonlinear space, thus implementing sharing, or call-by-need. However, in this nonlinear space, objects can be referenced any number of times (including 0), requiring some form of dynamic garbage collection. In the linear space, objects are never shared; there is always exactly one reference to all objects. Thus garbage collection is not needed, since objects in that space become garbage the first time they are used, and linear objects may always be updated in place. In other words, in our execution model dynamic garbage collection is never applied to objects in linear space, but may occasionally be applied to objects in nonlinear space. Update in place is always applicable to linear objects, but is never applied to nonlinear objects.

Other implementations of the linear calculus have effectively assumed a single memory space. A potential disadvantage of the single memory space is that it obfuscates the distinction between shared and unshared objects. Lafont built an implementation of the linear calculus with the fantastic property that dynamic garbage collection is never used: all terms effectively have exactly one reference to them, and thus become garbage the first (only) time they are referenced. However, Lafont avoids
The above judgement is provable in \texttt{SEQ}, \texttt{NAT}, and \texttt{NAT2}, but after one step of reduction, the judgement becomes \( x : !A \vdash 1 \) which is not provable in any type system discussed in this chapter. Chirimar, Gunter, and Riecke have also noticed this failure of subject reduction for open terms [21].

On the other hand, we do have this more general form of subject reduction of the reflexive transitive closure of \( \to_\circ \). That is, we may reduce using \( \to_\circ \) anywhere in a term and still preserve the types.

With a slight modification of the systems we are working with, an intermediate form of these subject reduction theorems is possible. If \( \Gamma \) and \( \Sigma \) are multisets, then we write \( \Sigma \subseteq \Gamma \) to mean that \( \Sigma \) may by obtained from \( \Gamma \) by removing elements or adding duplicates. The following theorem holds in a version of these type systems where the restriction that every variable occur exactly once in binding and once in use is relaxed to the restriction that every variable occur as many times in binding as it occurs in use, and all occurrences of a variable have the same type.

**Theorem 7.5.92 (Generalized Subject Reduction)** If there is a proof of \( !\Gamma \vdash t : A \) in \texttt{NAT} or \texttt{SEQ}, and \( t \rightarrow s \), then there is a proof of \( !\Sigma \vdash s : A \) in \texttt{NAT} and \texttt{SEQ}, where \( !\Sigma \subseteq !\Gamma \).

Also, a weaker form of subject reduction theorem holds for \texttt{NAT2}. The restrictions on reduction order are sufficient to guarantee that whenever \((\lambda x.t)u\) is reduced, under the conditions given in the theorem below, \( t[u/x] \) has the same type.

**Theorem 7.5.93** If there is a proof of \( \vdash t : A \) in \texttt{NAT2}, and \( t \rightarrow s \), then there is a proof of \( \vdash s' : A \) in \texttt{NAT2}, for some term \( s' \) related to \( s \).

### 7.6 Implementation of LC

We now give an overview of a compiled implementation of the linear calculus based on insights provided by these studies of type systems. This implementation is based on a modified version (L.Tim) of the Three Instruction Machine (Tim).

The Tim is an extremely simple abstract machine designed to facilitate lazy reduction of super combinator expressions [27, 96, 45, 46]. The L.Tim extends the Tim
for seq as a corollary. The main reason that the proof is simpler for nat can be seen by comparing the \(-\rightarrow^c L\) rule of seq with the A (application) rule of nat. When an application \((\lambda x.t)u\) is \(\beta\)-reduced, the structure of the nat rules guarantee that this was typed by the A rule and \(t\) was typed subject to some hypothesis about the type of variable \(x\). The same type may be given to \(t[u/x]\) using a substitution instance of this proof. In seq, we would need a series of detailed lemmas giving us some information about the possible structure of the typing proof for \((\lambda x.t)u\). In particular, since the sequent rule \(-\rightarrow^c L\) allows arbitrary substitution, the structure of the typing proof is not determined by the form of an application.

The following lemma is the key step in the inductive proof of Theorem ???. It covers the case of the very general !SR rule, essentially stating that for one-step linear reduction, terms of ! type do not interact with any other terms. Note that the reduction relation \(-\rightarrow^c_0\) does not include any of the ! reductions.

**Lemma 7.5.89** If \(t = r[s_1/x_1, \ldots, s_n/x_n]\), and \(t \rightarrow^c u\) and for \(1 \leq i \leq n : \Delta_i \vdash s_i : !B_i\),
then \((u = r'[s_1/x_1, \ldots, s_n/x_n] \text{ and } r \rightarrow^c_0 r')\) or
\((\exists j : u = r[s_1/x_1, \ldots, s_j'/x_j, \ldots, s_n/x_n] \text{ and } s_j \rightarrow^c s_j')\).

**Theorem 7.5.90** (Nat Subject Reduction) If there is a proof of \(\vdash t : A\) in nat, and \(t \rightarrow\rightarrow s\), then there is a proof of \(\vdash s : A\) in nat.

**Proof.** Induction on the derivation \(t \rightarrow\rightarrow s\). 

**Corollary 7.5.91** If there is a proof of \(\vdash t : A\) in seq, and \(t \rightarrow\rightarrow s\), then there is a proof of \(\vdash s : A\) in seq.

The stronger property that if there is any typing proof of \(\Sigma \vdash t : A\) for term \(t\) with free variables, and \(t \rightarrow\rightarrow s\), then there is a typing proof of \(\Sigma \vdash s : A\) does not hold. As we have seen, control over evaluation order is of critical importance in maintaining linear type soundness, as the following example demonstrates.

\[ x : !A \vdash \text{discard } x \text{ in } 1 \]
nat(Context, discard(U, T), B) :-
    nat(Delta, U, ofcourse(A)),
    nat(Sigma, T, B),
    append(Delta, Sigma, Context).

nat(Context, copy(var(X), var(Y), U, T), B) :-
    nat(Delta, U, ofcourse(A)),
    nat(S, T, B),
    remove(type(var(X), ofcourse(A)), S1, S2),
    remove(type(var(Y), ofcourse(A)), S2, S3),
    append(Delta, S3, Context).

nat(Context, read(store(var(X)), U, T), B) :-
    nat(Delta, U, ofcourse(A)),
    nat(Sigma, T, B),
    remove(type(var(X), A), Sigma1, Sigma2),
    append(Delta, Sigma2, Context).

nat(Sigma, store(T), ofcourse(A)) :-
    nat(Sigma, T, A),
    bangify(Sigma).

nat(Context, let(U, 1, T), A) :-
    nat(Delta, U, 1),
    nat(Sigma, T, A),
    append(Delta, Sigma, Context).

bangify([]).
bangify([type(var(X), ofcourse(A)) | Rest]) :-
    bangify(Rest).

Figure 7.3: Prolog Implementation of the ! fragment of NAT2
nat([ type(var(X), A) ], var(X), A).
nat(Context, apply(U, T), B) :-
    nat(Delta, U, la(A, B)),
    nat(Sigma, T, A),
    append(Delta, Sigma, Context).

nat(Sigma, lambda(var(X), T), la(A, B)) :-
    nat(Sigma1, T, B),
    remove(type(var(X), A), Sigma1, Sigma),
    notmember(type(var(X), Any), Sigma).

nat(Context, let(U, times(var(X), var(Y)), T), C) :-
    nat(Delta, U, tensor(A, B)),
    nat(Sigma1, T, C),
    remove(type(var(X), A), Sigma1, Sigma2),
    remove(type(var(Y), B), Sigma2, Sigma3),
    append(Delta, Sigma3, Context).

nat(Context, times(U, T), tensor(A, B)) :-
    nat(Sigma, U, A),
    nat(Gamma, T, B),
    append(Sigma, Gamma, Context).

nat(Context, let(U, var(X), T), B) :-
    nat(Delta, U, A),
    nat(Sigma1, T, B),
    remove(type(var(X), A), Sigma1, Sigma2),
    append(Delta, Sigma2, Context).

Figure 7.2: Prolog Implementation of the $\otimes, \circ$ fragment of $\text{nat}^2$
It is well known that one may view a (traditional, well-typed) functional program as a proof notation [36] for intuitionistic logic. In this light, the type of a program is the conclusion of the proof which it represents. In our present context, we view a linear program as proof notation for intuitionistic linear logic. Thus one could view this procedure as an intuitionistic linear logic proof checker, which also computes the most general conclusion which may be drawn from the given proof.

Noting that the type rules for \texttt{nat2} may be written as horn clauses, we have implemented \texttt{nat2} in Prolog. The side conditions on the rules may easily be encoded in Prolog. For example the \texttt{!SR} rule requires a procedure which ensures that element of the type context has \texttt{!} type (\texttt{bangify}). The type system implemented in this manner has the wonderful property that given a linear term, no search is required to discover it’s proof, if one exists, and the entire type checking may be performed in low order polynomial time.

In the Prolog implementation of \texttt{nat2} most of which is shown in Figures ?? and ??, there is exactly one clause for each inference rule of \texttt{nat2}. There are also predicates defining \texttt{append, remove, notmember, and bangify}, although only \texttt{bangify} is given in the figure. We give the code implementing \texttt{nat2} for the $\otimes, -c, !$ fragment of the logic. For this implementation to be sound, the Prolog implementation would have to provide a sound unification procedure (with occurs-check).

\section{7.5 Type Soundness}

In this section we prove a technical property commonly called “subject reduction” for both \texttt{nat} and \texttt{seq}. This property is that if linear term \(t\) has type \(A\), and \(t\) reduces to \(t'\), then \(t'\) also has type \(A\). The term \(t'\) may also have other types; rewriting a term may allow us to deduce more typing properties. However, if the typing rules allows us to derive some property of a term, this property remains as we reduce, or evaluate, the term. Without the subject reduction property, it might be possible for a typed term to become untypable during execution. In this case, we would consider the type system “unsound” as a method for determining the absence of type errors.

We prove subject reduction by considering \texttt{nat} first and then deriving the result
The common feature of these judgements is that they both allow us to apply $!$ to the expression, in the first case because all of the types of free variables begin with $!$ and in the second case because the type of the expression begins with $!$. In $\textsc{nat}$, the two typings of the expression with $\text{store}$ are derived using two different substitutions in the $\texttt{!SR}$, rule. In $\textsc{seq}$, the two typings are derived using $\text{Cut}$ to substitute into a $\text{store}$ expression in two different ways.

Accounting for the possibility of several different substitutions in the $\texttt{!SR}$ rules (some of which are provably unnecessary), all of the $\textsc{nat}$ rules are straightforward syntax-directed rules that may be translated into Prolog Horn clauses without complication. This gives us an algorithm that finds a finite set of most general types for each linearly typable term or (since the search is bounded) terminates with failure on untypable terms.

**Theorem 7.4.87 (MGT)** *Every* $\textsc{nat}$ typable term *has a finite set of most general types*. There is a unification-based algorithm that, given any term, either computes a set of most general types or halts with failure if the term is not typable.

### 7.4.2 Most General Types in $\textsc{nat2}$

In the simplified $\textsc{nat2}$ system, $\texttt{!SR}$ is replaced by a simple syntax-directed rule with no possibility of substitution. Consequently, the most general type of any typable linear term may be computed by a unification-based algorithm or simple Prolog program. The following most general typing theorem is due independently to Mackie [65].

**Theorem 7.4.88 (MGT)** *There is a unification-based algorithm that computes a most general linear type for any* $\textsc{nat2}$ typable term $t$ *and terminates in failure on any untypable term.*

**Proof Sketch.** If $t$ is $\textsc{nat2}$ typable, then it has a type judgement in $\textsc{nat2}$ ending in a sequent $\vdash t : A$ for some type $A$. This type judgement is unique up to the instantiation of types at the axioms. The most general type will be found by unification, where fresh type variables are initially used at each application of identity. $\blacksquare$
specifically, a linear formula, \( A \), is *more general* than another, \( B \), if there exists a substitution \( \sigma \) mapping linear propositions to linear formulas such that \((A)\sigma = B\). A set, \( S \), of formulas is more general than another, \( T \), if every element of \( T \) is a substitution instance of some element of \( S \). Given a term \( t \), the typing algorithm either returns a finite set of formulas more general than all types of \( t \), or terminates with *failure* if \( t \) has no linear type. The number of formulas in the set of most general types is bounded by an exponential function of the number of uses of \( \text{store} \) in the term. Without \( \text{store} \), every typable term has a single most general type.

Up to \( \text{!SR} \), the rules of \( \text{nat} \) that are used in a typing derivation, and the order of application, are totally determined by the syntactic structure of the linear term. For example, if the term is a variable then the only possible proof in \( \text{nat} \) is one use of identity. If the term is \( \lambda x.t \), then the only possible rule is \( \rightarrow \text{R} \). The only freedom, except for \( \text{!SR} \), is in the choice of linear types for variables and the division of a type multiset among hypotheses (in the rules with multiple hypotheses). However, type judgements contain exactly the set of free variables of a term in the type context. This property determines the division of a multiset among hypotheses of the rule. Thus, for \( \text{nat} \) without \( \text{!SR} \), we may compute the most general typing by a simple Prolog program, obtained by translating the typing rules into Horn clauses in a straightforward manner.

An example that shows the complications associated with terms of the form \( \text{store} \) is

\[
\lambda a. \lambda b. \text{store } ((\text{read } \text{store } c \text{ as } a \text{ in } c)b)
\]

which has the two incomparable \( \text{nat} \) and \( \text{seq} \) types

\[
!(B\rightarrow\text{!}C)\rightarrow\text{o}!B\rightarrow\text{o}!C \\
!(B\rightarrow\text{!}!C)\rightarrow\text{o}B\rightarrow\text{o}!!C
\]

The basic idea is very similar to the example in Section 7.2 that involves implicit \( \text{store} \). If \( a :!A, \) then the expression \( (\text{read } \text{store } c \text{ as } a \text{ in } c) \) has type \( A \). This gives us the two typing judgements

\[
a :!(B\rightarrow\text{!}C), \ b :!B \vdash (\text{read } \text{store } c \text{ as } a \text{ in } c)b : C \\
a :!(B\rightarrow\text{!}!C), \ b : B \vdash (\text{read } \text{store } c \text{ as } a \text{ in } c)b : \text{!}C
\]
A term $t'$ is related to a term $t$ if $t$ can be obtained from $t'$ by replacing occurrences $let\_cut\_x\ be\ t\ in\ v$ with $v[t/x]$.

Theorem 7.3.84 (seq equiv nat\textsubscript{2}) A type sequent $\Gamma \vdash t : A$ is provable in seq if and only if $\Gamma \vdash t' : A$ is provable in nat\textsubscript{2} for some $t'$ related to $t$.

This theorem may be proven in the same manner as the above, although in some cases the extra syntax of $let\_cut$ is used in the nat\textsubscript{2} term $t'$. The reason for $let\_cut$ is that Subst is not a derived rule of nat\textsubscript{2}.

We now turn our attention to the main technical differences between the three sets of typing rules. If we imagine searching for a cut-free proof of a typing derivation, beginning with a prospective conclusion and progressing toward appropriate instances of the axioms, our search will be driven by the form of the term in nat\textsubscript{2} and the form of the type in seq. To state this precisely, we begin by reviewing the routine definitions of type subformula and term subformula.

A type $A$ is a type subformula of a type $B$ if $A$ syntactically occurs in $B$. Similarly, a term $t$ is a term subformula of a term $s$ if $t$ syntactically occurs in $s$.

Lemma 7.3.85 (nat\textsubscript{2} Term Subformula Property) In any proof of $\vdash u : B$ in nat\textsubscript{2}, every term $t$ that appears anywhere in the proof is a subformula of $u$.

Note that the system nat fails to have this property because of the form of the !SR rule.

Lemma 7.3.86 (seq Type Subformula Property) For any cut-free proof of $\vdash t : B$ in seq, any type $A$ that appears anywhere in the proof is a subformula of $B$.

Note that the cut rule violates the subformula property, and so Lemma ?? does not hold of seq proofs with cut.

7.4 Most General Linear Type

7.4.1 Most General Types in nat and seq

In this section, we show that every linearly typable term has a finite set of most general types. This set may be used to decide the set of types of the term. More
7.3.5 Equivalence of SEQ and NAT

In the last two subsections, we presented two systems intended for the automatic inference of linear type information for linear terms. In the following Theorem, we prove that the two systems are equivalent, that is, that any linear type judgement achievable in one system is also achievable in the other, up to reductions of $let_{cut}$, which marks occurrences of the unrestricted cut rule in NAT.

We should emphasize that although NAT and SEQ are equivalent (up to $let_{cut}$ reduction) in the sense that any typing judgement provable in SEQ is provable in NAT and vice-versa, they are not equivalent with respect to operations on proofs. In particular, cut-elimination is of hyperexponential complexity in SEQ, and subst-elimination is of polynomial complexity in NAT. This is explained by the fact that all the left rules of NAT have an "implicit cut" incorporated into them. As a result, cut-elimination in SEQ does not correspond to subst-elimination in NAT, nor is there a direct connection between subst-elimination in NAT and reduction in the linear calculus. Instead, in NAT one focuses on the elimination of introduction/elimination pairs as the model of computation.

**Theorem 7.3.83 (SEQ equiv NAT)** A type sequent $\Gamma \vdash t : \Delta$ is provable in SEQ if and only if $\Gamma \vdash t : \Delta$ is provable in NAT.

**Proof.** One can show that each rule in SEQ is derivable in NAT, and vice versa, using local transformations. All the right rules, identity, are the same in both systems, and Cut and Subst take the same form. For most left rules, one may simulate the NAT version of the rule in SEQ with one application of the rule of similar name and one application of Cut. One may simulate the SEQ version of most left rules in NAT by using the rule of the same name and identity. The multi-hypothesis !SR rule of NAT is derivable in SEQ with the use of !SR and multiple instances of Cut.

One may transform instances of the Cut rule in SEQ as applications of Subst, which is a derivable rule in NAT. Upon removal of Subst, one may see that Cut in SEQ corresponds to introduction-elimination pairs of rules in NAT.

There is a somewhat looser correspondence between NAT2 and SEQ, than that just claimed between NAT and SEQ.
By induction, we can produce proofs of $\Sigma \vdash u : B$ and $\Delta, x : B \vdash v : A$ of degree less than $d$. By a single application of Lemma ?? to the resulting proof constructed from the modified hypotheses, we obtain a proof of $\Gamma \vdash t : A$ of degree less than $d$. ■

**Theorem 7.3.82 (nat Subst-Elimination)** If a sequent is provable in nat, then it is provable in nat without using the Subst rule.

**Proof.** By induction on the degree of the assumed proof. We may apply Lemma ?? at each inductive step, and at the base case the degree of the proof is zero, so therefore by definition of proof degree there are no subs, and we have our desired subst-free proof. ■
0L subst formula on the left

\[
\vdots \\
\vdots \\
\Delta \vdash v : 0 \\
\Gamma \vdash t : C \\
\begin{array}{c}
x : C, \Sigma, \Delta \vdash \text{let } v \text{ be } 0 \text{ in } u : A \end{array}
\] \\
\vDash \\
\vdots \\
\Delta \vdash v : 0 \\
\Gamma, \Sigma, \Delta \vdash (\text{let } v \text{ be } 0 \text{ in } u)[t/x] : A
\]

This exhausts all the cases.

Thus, we have a procedure which given a proof which ends in Subst of degree \(d\), and which has no applications of Subst in the proof of either hypothesis of degree greater than or equal to \(d\), produces a proof of degree less than \(d\).

**Lemma 7.3.81 (Lower-Degree-Substs)** If a sequent is provable in \(\text{nat}\) with a proof of degree \(d > 0\), then it is provable in \(\text{nat}\) with a proof of degree less than \(d\).

**Proof.** By induction on the height of the derivation tree of the conclusion. We show that given any proof of degree \(d\) of \(\Gamma \vdash t : A\) in \(\text{nat}\), we may find a (possibly much larger) proof of \(\Gamma \vdash t : A\) in \(\text{nat}\) of degree less than \(d\).

We examine the proof of \(\Gamma \vdash t : A\). Since the degree of this proof is greater than zero, there must be some Subst in the proof. If the last rule is not Subst, then by induction we may form proofs of its hypotheses of degree less than \(d\). Applying the same rule to the resulting reduced degree hypotheses produces the desired proof of degree less than \(d\).

In the case that the last rule is Subst, we have the following situation for some \(\Sigma\) and \(\Delta\) which together (in multiset union) make up \(\Gamma\):

\[
\vdots \\
\Sigma \vdash u : B \\
\Delta, x : B \vdash v : A \quad \text{Subst} \\
\Gamma \vdash v[u/x] : A
\]

where \(\Sigma \cup \Delta = \Gamma\) and \(v[u/x] = t\).
1L, formula descends from the right

\[ \vdash \Delta \vdash w : 1 \quad x : C, \Sigma \vdash u : D \]

\[ \Gamma \vdash t : C \quad x : C, \Sigma, \Delta \vdash \text{let } w \text{ be 1 in } u : D \]

\[ \Gamma, \Sigma, \Delta \vdash (\text{let } w \text{ be 1 in } u)[t/x] : D \]

\[ \downarrow \]

\[ \vdash \Delta \vdash w : 1 \quad \Gamma, \Sigma \vdash u[t/x] : D \]

1L, formula descends from the left

\[ \vdash x : C, \Delta \vdash w : 1 \quad \Sigma \vdash u : D \]

\[ \Gamma \vdash t : C \quad x : C, \Sigma, \Delta \vdash \text{let } w \text{ be 1 in } u : D \]

\[ \Gamma, \Sigma, \Delta \vdash (\text{let } w \text{ be 1 in } u)[t/x] : D \]

\[ \downarrow \]

\[ \vdash \Gamma \vdash t : C \quad x : C, \Delta \vdash w : 1 \]

\[ \Gamma, \Sigma, \Delta \vdash w[t/x] : 1 \quad \Sigma \vdash u : D \]

\[ \Gamma, \Sigma \vdash \text{let } w[t/x] \text{ be 1 in } u : D \]

\[ \top \]

\[ \vdash \Gamma \vdash t : C \quad x : C, \Sigma \vdash \top : \top \]

\[ \Gamma, \Sigma \vdash \top[t/x] : \top \]

\[ \downarrow \]

\[ \Gamma, \Sigma \vdash \top : \top \]
\( \text{DL, formula descends from the right} \)

\[
\begin{array}{c}
\vdots \\
\vdots \\
\Delta \vdash w : !B \\
\Delta, x : C, \Sigma, y : B \vdash u : D \quad \text{DL} \\
\Gamma \vdash t : C \\
\Delta, x : C, \Sigma, \Delta \vdash \text{read store } y \text{ as } w \text{ in } u : D \quad \text{Subst} \\
\Gamma, \Sigma, \Delta \vdash (\text{read store } y \text{ as } w \text{ in } u)[t/x]: D \\
\downarrow \\
\vdots \\
\vdots \\
\Delta \vdash w : !B \\
\Gamma \vdash t : C \\
\Delta, x : C, \Sigma, y : B \vdash u[t/x]: D \quad \text{Subst} \\
\Gamma, \Sigma, \Delta \vdash \text{read store } y \text{ as } w \text{ in } (u[t/x]): D \quad \text{DL} \\
\end{array}
\]

\( \text{DL, formula descends from the left} \)

\[
\begin{array}{c}
\vdots \\
\vdots \\
\Gamma \vdash t : C \\
\Delta, x : C, \Sigma, \Delta \vdash \text{read store } y \text{ as } w \text{ in } u : D \\
\Gamma, \Sigma, \Delta \vdash (\text{read store } y \text{ as } w \text{ in } u)[t/x]: D \\
\downarrow \\
\vdots \\
\vdots \\
\Gamma \vdash t : C \\
\Delta, x : C, \Delta \vdash w : !B \\
\Sigma, y : B \vdash u : D \quad \text{Subst} \\
\Gamma, \Delta \vdash w[t/x] : !B \\
\Sigma, y : B \vdash u : D \quad \text{Subst} \\
\Gamma, \Sigma, \Delta \vdash \text{read store } y \text{ as } w[t/x] \text{ in } u : D \quad \text{DL} \\
\end{array}
\]
"!CL, formula descends from the right

\[
\begin{array}{c}
\Delta \vdash w : !B \\
\Gamma \vdash t : C \\
\Gamma, \Sigma, \Delta \vdash (\text{copy } x \leftarrow y \text{ as in } u)[t/s] : D \\
\end{array}
\]

\[
\begin{array}{c}
\Delta \vdash w : !B \\
\Gamma \vdash t : C \\
\Gamma, \Sigma, \Delta \vdash (\text{let } x \leftarrow y \text{ as in } u)[t/s] : D \\
\end{array}
\]

\[
\begin{array}{c}
\Gamma, \Sigma, \Delta \vdash \text{copy } x \leftarrow y \text{ as in } (u[t/s]) : D \\
\end{array}
\]

"!CL, formula descends from the left

\[
\begin{array}{c}
\Delta \vdash w : !B \\
\Gamma \vdash t : C \\
\Gamma, \Sigma, \Delta \vdash \text{copy } x \leftarrow y \text{ as in } u : D \\
\end{array}
\]

\[
\begin{array}{c}
\Gamma, \Sigma, \Delta \vdash \text{let } x \leftarrow y \text{ as in } u : D \\
\end{array}
\]

\[
\begin{array}{c}
\Gamma, \Sigma, \Delta \vdash \text{copy } x \leftarrow y \text{ as } (w[t/s]) \text{ in } u : D \\
\end{array}
\]
\( \text{WL, formula descends from the right} \)

\[
\begin{array}{c}
\vdash \Delta \vdash w : !B \quad x : C, \Sigma \vdash u : D \\
\Gamma \vdash t : C \\
\hline
\Gamma, \Delta, \Sigma \vdash \text{discard } w \text{ in } u : D \\
\end{array}
\]

\[
\begin{array}{c}
\vdash \Delta \vdash w : !B \quad x : C, \Sigma, \Delta \vdash \text{discard } w \text{ in } u : D \\
\Gamma \vdash t : C \\
\hline
\Gamma, \Delta, \Sigma \vdash (\text{discard } w \text{ in } u)[t/x] : D \\
\end{array}
\]

\[\text{Subst}\]

\[
\begin{array}{c}
\vdash \Delta \vdash w : !B \\
\Gamma, \Sigma \vdash u[t/x] : D \\
\hline
\Gamma, \Delta, \Sigma \vdash \text{discard } w \text{ in } (u[t/x]) : D \\
\end{array}
\]

\[\text{WL}\]

\( \text{WL, formula descends from the left} \)

\[
\begin{array}{c}
\vdash x : C, \Delta \vdash w : !B \quad \Sigma \vdash u : D \\
\Gamma \vdash t : C \\
\hline
\Gamma, \Delta, \Sigma \vdash \text{discard } w \text{ in } u : D \\
\end{array}
\]

\[
\begin{array}{c}
\vdash x : C, \Delta \vdash w : !B \\
\Gamma \vdash t : C \\
\hline
\Gamma, \Delta \vdash w[t/x] : !B \quad \Sigma \vdash u : D \\
\end{array}
\]

\[\text{Subst}\]

\[
\begin{array}{c}
\vdash x : C, \Delta \vdash w : !B \\
\Gamma, \Delta \vdash w[t/x] : !B \quad \Sigma \vdash u : D \\
\hline
\Gamma, \Sigma, \Delta \vdash \text{discard } w \text{ in } u : D \\
\end{array}
\]

\[\text{WL}\]
&L2, formula descends from the right

\[
\begin{align*}
& \vdots \vdots \\
& \Delta \vdash w : (A \oplus B) \quad x : C, \Sigma, y : B \vdash u : D \quad \text{&L2} \\
& \Gamma \vdash t : C \\
& \quad \quad \vdash x : C, \Sigma, \Delta \vdash \text{let } \langle \_, y \rangle \text{ be } w \text{ in } u : D \quad \text{Subst} \\
& \quad \quad \quad \quad \vdash \Gamma, \Sigma, \Delta \vdash (\text{let } \langle \_, y \rangle \text{ be } w \text{ in } u)[t/x] : D \\
& \quad \quad \quad \quad \quad \vdash \vdots \vdots \\
& \Delta \vdash w : (A \oplus B) \quad \Gamma, \Sigma, y : B \vdash u[t/x] : D \quad \text{Subst} \\
& \quad \quad \vdash \Gamma, \Sigma, \Delta \vdash \text{let } \langle \_, y \rangle \text{ be } w \text{ in } (u[t/x]) : D \\
\end{align*}
\]

&L2, formula descends from the left

\[
\begin{align*}
& \vdots \vdots \\
& \quad \vdash x : C, \Delta \vdash w : (A \oplus B) \quad \Sigma, y : B \vdash u : D \quad \text{&L2} \\
& \quad \Gamma \vdash t : C \\
& \quad \quad \vdash x : C, \Sigma, \Delta \vdash \text{let } \langle \_, y \rangle \text{ be } w \text{ in } u : D \quad \text{Subst} \\
& \quad \quad \quad \quad \vdash \Gamma, \Sigma, \Delta \vdash (\text{let } \langle \_, y \rangle \text{ be } w \text{ in } u)[t/x] : D \\
& \quad \quad \quad \quad \quad \vdash \vdots \vdots \\
& \quad \vdash \Gamma, \Delta \vdash w[t/x] : (A \oplus B) \quad \Sigma, y : B \vdash u : D \quad \text{Subst} \\
& \quad \quad \vdash \Gamma, \Sigma, \Delta \vdash \text{let } \langle \_, y \rangle \text{ be } w[t/x] \text{ in } u : D \\
\end{align*}
\]
\&L1, formula descends from the right

\[
\begin{align*}
\vdash & \quad \Delta \vdash w : (A \oplus B) \\
\vdash & \quad x : C, \Delta \vdash \text{let } y \vdash w \text{ in } u : D \\
& \quad \Delta \vdash \begin{array}{c}
\vdash \\
\vdash \\
\vdash
\end{array}
\end{align*}
\]

\(\Gamma \vdash t : C \quad \Delta \vdash \begin{array}{c}
\vdash \\
\vdash \\
\vdash
\end{array}
\)

\(\Gamma, \Sigma, \Delta \vdash (\text{let } y \vdash w \text{ in } u|t/x] : D\)

\(\Gamma, \Sigma, \Delta \vdash \begin{array}{c}
\vdash \\
\vdash \\
\vdash
\end{array}
\)

\(\Delta \vdash \begin{array}{c}
\vdash \\
\vdash \\
\vdash
\end{array}
\)

\(\Gamma, \Sigma, \Delta \vdash \text{let } y \vdash w \text{ in } u \vdash (u|t/x] : D\)

\&L1, formula descends from the left

\[
\begin{align*}
\vdash & \quad \Delta \vdash w : (A \oplus B) \\
\vdash & \quad x : C, \Delta \vdash \text{let } y \vdash w \text{ in } u : D \\
& \quad \Delta \vdash \begin{array}{c}
\vdash \\
\vdash \\
\vdash
\end{array}
\end{align*}
\]

\(\Gamma \vdash t : C \quad \Delta \vdash \begin{array}{c}
\vdash \\
\vdash \\
\vdash
\end{array}
\)

\(\Gamma, \Sigma, \Delta \vdash (\text{let } y \vdash w \text{ in } u|t/x] : D\)

\(\Gamma, \Sigma, \Delta \vdash \begin{array}{c}
\vdash \\
\vdash \\
\vdash
\end{array}
\)

\(\Gamma \vdash t : C \quad \Delta \vdash \begin{array}{c}
\vdash \\
\vdash \\
\vdash
\end{array}
\)

\(\Gamma, \Sigma, \Delta \vdash \text{let } y \vdash w \text{ in } u \vdash (u|t/x] : D\)
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\[ \vdash L, \text{formula descends from the left} \]

\[\vdash \quad \vdash \quad \vdash \]

\[ \vdash x : C, \Delta \vdash w : (A \oplus B) \quad \Sigma, y : A \vdash u : D \quad \Sigma, j : B \vdash v : D \]

\[ \Gamma \vdash t : C \quad x : C, \Sigma, \Delta \vdash \text{case } w \text{ of } \text{inl}(y) \Rightarrow u, \text{inr}(j) \Rightarrow v \vdash D \]

\[ \Gamma, \Sigma, \Delta \vdash (\text{case } w \text{ of } \text{inl}(y) \Rightarrow u, \text{inr}(j) \Rightarrow v)[t/x] : D \]

\[ \vdash \quad \vdash \quad \vdash \]

\[ \Gamma \vdash t : C \quad x : C, \Delta \vdash w : (A \oplus B) \]

\[ \Gamma, \Delta \vdash w[t/x] : (A \oplus B) \quad \Sigma, y : A \vdash u : D \]

\[ \Sigma, \Gamma, \Delta \vdash \text{case } w[t/x] \text{ of } \text{inl}(y) \Rightarrow u, \text{inr}(j) \Rightarrow v : D \]

Where for space reasons, the \( \mathcal{A} \) stands for the proof:

\[ \vdash \]

\[ \Sigma, j : B \vdash v : D \]

\& R

\[\vdash \quad \vdash \quad \vdash \]

\[ \vdash x : C, \Sigma \vdash u : A \quad x : C, \Sigma \vdash v : B \]

\[ \Gamma \vdash t : C \quad x : C, \Sigma \vdash (u, v) : (A \& B) \]

\[ \Gamma, \Sigma \vdash (u, v)[t/x] : (A \oplus B) \]

\[ \vdash \quad \vdash \quad \vdash \]

\[ \Gamma \vdash t : C \quad x : C, \Sigma \vdash u : A \quad \Gamma \vdash t : C \quad x : C, \Sigma \vdash v : B \]

\[ \Gamma, \Sigma \vdash u[t/x] : A \quad \Gamma, \Sigma \vdash v[t/x] : B \]

\[ \Gamma, \Sigma \vdash (u[t/x], v[t/x]) : (A \& B) \]

\& R
\[\boxplus R2\]

\[\begin{array}{c}
\vdash x : C, \Sigma \vdash u : B \\
\Gamma \vdash t : C & \quad \vdash x : C, \Sigma \vdash \text{inr}(u) : (A \oplus B)_{\text{Subst}}^R \\
\Gamma, \Sigma \vdash \text{inr}(u)[t/x] : (A \oplus B) \\
\end{array}\]

\[\downarrow\]

\[\begin{array}{c}
\vdash x : C, \Sigma \vdash u : B \\
\Gamma \vdash t : C & \quad \vdash x : C, \Sigma \vdash u[t/x] : B \\
\Gamma, \Sigma \vdash \text{inr}(u[t/x]) : (A \oplus B)_{\text{Subst}}^R \\
\end{array}\]

\[\boxplus L, \text{ formula descends from the right}\]

\[\begin{array}{c}
\vdash x : C, \Sigma, y : A \vdash u : D & \quad \vdash x : C, \Sigma, j : B \vdash v : D \\
\Delta \vdash w : (A \oplus B) & \quad \Gamma \vdash t : C & \quad \text{case } w \text{ of } \text{inl}(y) \Rightarrow u, \text{inr}(j) \Rightarrow v : D \quad \Theta^L_{\text{Subst}} \\
\Gamma, \Sigma, \Delta \vdash \text{case } w \text{ of } \text{inl}(y) \Rightarrow u, \text{inr}(j) \Rightarrow v[t/x] : D \\
\end{array}\]

Where for space reasons \(\Theta\) stands for the proof:

\[\begin{array}{c}
\vdash x : C, \Sigma, j : B \vdash v : D \\
\Gamma \vdash t : C & \quad \vdash x : C, \Sigma, j : B \vdash v[t/x] : D \\
\Gamma, \Sigma, j \vdash v[t/x] : D \quad \Theta^L_{\text{Subst}} \\
\end{array}\]
A, formula descends from left

\[
\begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\Gamma \vdash v : C \\
\vdots \\
\vdots \\
\end{array} \\
\begin{array}{c}
x : C, \Delta \vdash t : (A \rightarrow B) \\
x : C, \Sigma, \Delta \vdash (tu) : B \\
\Delta, \Sigma \vdash (tu)[v/x] : B \\
\Gamma, \Sigma, \Delta \vdash (t[v/x])u : B \\
\end{array}
\]

\[\vdash_{\text{Subst}}
\]

\[\vdash_{\oplus R1}
\]
\[ \neg_{\circ} R \]

\[
\vdots
\begin{array}{c}
\Delta, \Sigma, s : C, x : A \vdash u : B \\
\Gamma \vdash t : C
\end{array}
\]

\[
\Sigma, \Gamma \vdash \lambda x. u : (A \circ B)_{\text{Subst}}^\circ R
\]

\[
\vdots
\]

\[
\Sigma, \Gamma \vdash (\lambda x. u)[t/s] : (A \circ B)
\]

\[
\downarrow
\]

\[
\vdots
\]

\[
\Gamma \vdash t : C \quad \Sigma, s : C, x : A \vdash u : B
\]

\[
\Sigma, \Gamma, x : A \vdash u[t/s] : B
\]

\[
\Sigma, \Gamma \vdash \lambda x. (u[t/s]) : (A \circ B)_{\text{Subst}}^{\circ R}
\]

The formula \( \lambda x. (u[t/s]) \) is identical to the formula \( (\lambda x. u)[t/s] \) since \( x \) may not occur in \( t \).

**A**, formula descends from right

\[
\vdots
\]

\[
\begin{array}{c}
\Delta, \Sigma, s : C, x : A \vdash u : A \\
\Gamma \vdash v : C
\end{array}
\]

\[
\Sigma, \Gamma, \Delta \vdash (tu)[v/x] : B
\]

\[
\downarrow
\]

\[
\vdots
\]

\[
\begin{array}{c}
\Delta, \Sigma, s : C, x : A \vdash u : A \\
\Gamma \vdash v : C
\end{array}
\]

\[
\Sigma, \Gamma, \Delta \vdash (t(u[v/x])) : B
\]
\(\otimes\text{L},\) formula descends from the right

\[
\vdots \quad \vdots
\]

\[
\Delta \vdash r : (A \otimes B) \\
\Sigma, x : A, y : B, s : C \vdash u : D
\]

\[
\Gamma \vdash t : C \\
\Sigma, s : C \vdash (x \times y) \text{ be } r \text{ in } u : D
\]

\[
\Sigma, \Delta, \Gamma \vdash (\text{let } x \times y \text{ be } r \text{ in } u)[t/s] : D
\]

\[
\Sigma, s : C \vdash r : (A \otimes B) \\
\Sigma, x : A, y : B, s : C \vdash u : D
\]

\[
\Delta, \Gamma \vdash r[t/s] : (A \otimes B) \\
\Sigma, x : A, y : B \vdash u : D
\]

\[
\Sigma, \Delta, \Gamma \vdash \text{let } (x \times y) \text{ be } (r[t/s]) \text{ in } u : D
\]

\(\otimes\text{L},\) formula descends from the left

\[
\vdots \quad \vdots
\]

\[
\Delta, s : C \vdash r : (A \otimes B) \\
\Sigma, x : A, y : B \vdash u : D
\]

\[
\Gamma \vdash t : C \\
\Sigma, s : C \vdash (x \times y) \text{ be } r \text{ in } u : D
\]

\[
\Sigma, \Delta, \Gamma \vdash (\text{let } x \times y \text{ be } r \text{ in } u)[t/s] : D
\]

\[
\Delta, \Gamma \vdash r[t/s] : (A \otimes B) \\
\Sigma, x : A, y : B \vdash u : D
\]

\[
\Sigma, \Delta, \Gamma \vdash \text{let } (x \times y) \text{ be } (r[t/s]) \text{ in } u : D
\]
\(\otimes R\), formula descends from right

\[
\begin{array}{c}
\vdots \\
\vdots \\
\Delta \vdash v : B \\
\Sigma, \Delta \vdash (u \times v) : (A \otimes B) \\
\vdash \\
\vdots \\
\end{array}
\]

\[
\begin{array}{c}
\vdash t : C \\
\Gamma \vdash t : C \\
\Gamma, \Sigma, \Delta \vdash (u \times v) : (A \otimes B) \\
\vdash \\
\vdots \\
\end{array}
\]

\[
\begin{array}{c}
x : C, \Sigma \vdash u : A \\
x : C, \Sigma, \Delta \vdash (u \times v) : (A \otimes B) \\
\vdash \\
\vdots \\
\end{array}
\]

\[
\begin{array}{c}
\Gamma, \Sigma, \Delta \vdash (u \times v)[t/x] : (A \otimes B) \\
\vdash \\
\vdots \\
\end{array}
\]

The formula \((u[t/x] \times v)\) is identical to the formula \((u \times v)[t/x]\) since \(x\) may not occur in \(v\).

\(\otimes R\), formula descends from left

\[
\begin{array}{c}
\vdots \\
\vdots \\
\Sigma \vdash u : A \\
\Sigma, x : C, \Delta \vdash (u \times v) : (A \otimes B) \\
\vdash \\
\vdots \\
\end{array}
\]

\[
\begin{array}{c}
\vdash t : C \\
\Gamma \vdash t : C \\
\Sigma, \Gamma, \Delta \vdash (u \times v)[t/x] : (A \otimes B) \\
\vdash \\
\vdots \\
\end{array}
\]

\[
\begin{array}{c}
\vdots \\
\Sigma \vdash u : A \\
\Gamma, \Delta \vdash v[t/x] : A \\
\vdash \\
\vdots \\
\end{array}
\]

\[
\begin{array}{c}
\Sigma, \Gamma, \Delta \vdash (u \times v)[t/x] : (A \otimes B) \\
\vdash \\
\vdots \\
\end{array}
\]

The formula \((u \times v[t/x])\) is identical to the formula \((u \times v)[t/x]\) since \(x\) may not occur in \(u\).
Subst, formula descends from right

\[
\begin{array}{c}
\vdash t : C \\
\Sigma, y : C, \Gamma \vdash v[u/x] : D \\
\Sigma, \Delta, \Gamma \vdash (v[u/x])[t/y] : D \\
\end{array}
\]

The terms \( (v[u/y])[t/x] : D \) and \( v[(u[t/x])/y] : D \) are the same since \( x \) doesn’t occur in \( v \).

Subst, formula descends from left

\[
\begin{array}{c}
\vdash t : C \\
\Sigma, x : A, y : C, \Gamma \vdash v[u/x] : D \\
\Sigma, \Delta, \Gamma \vdash (v[u/x])[t/y] : D \\
\end{array}
\]

The terms \( (v[u/x])[t/y] : D \) and \( (v[t/y])[u/x] : D \) are the same since \( x \) isn’t in \( t \), and \( y \) isn’t in \( u \).
Lemma 7.3.80 (Reduce-One-Subst) Given a proof of the sequent $\Gamma \vdash A$ in $\text{nat}$ which ends in an application of $\text{Subst}$ of degree $d$, and where the degree of the proofs of both hypothesis is less than $d$, we may construct a proof of $\Gamma \vdash A$ in $\text{nat}$ of degree less than $d$.

**Proof.** By induction on the size of the proof of $\Gamma \vdash A$.

Given a derivation which ends in a $\text{Subst}$, we perform case analysis on the rule which is applied immediately above the $\text{Subst}$ on the right hand branch.

In each case we will provide a reduction, which may eliminate the subst entirely, or replace it with one or two smaller substs. Since this is a proof by induction on the size of a derivation, one may view this proof as a procedure which pushes $\text{Subst}$s of large degree up a derivation. Informally, this procedure pushes $\text{Subst}$s up through a derivation until the critical point is reached where the right branch of the proof above the subst is simply identity or some constant rule.

We now give the reductions for every proof rule on the right branch.

I

\[
\vdots
\]

\[\Gamma \vdash t : A\]

\[x : A \vdash x : A\]

\[
\Gamma \vdash x[t/x] : A
\]

\[
\downarrow
\]

\[
\vdots
\]

\[\Gamma \vdash t : A\]

The formula $t$ is identical to the formula $x[t/x]$ by the definition of substitution.
7.3.4 \textbf{NAT Subst Elimination}

The subst elimination theorem states that whatever can be proven in NAT can also be proven without the use of the Subst rule.

The following detailed demonstration of the subst elimination theorem consists of a proof normalization procedure which slowly eliminates subst from any NAT proof. The procedure may increase the size of the proof, although of course it will still be a proof of the same sequent.

We will call a formula which appears in a hypothesis of an application of Subst but which does not occur in the conclusion a \textit{subst formula}. In the list of NAT rules in appendix E the subst formula in the Subst rule is the formula named $A$.

We also define the \textit{degree} of a Subst to be the number of symbols in its subst formulas. For concreteness, we define here what is meant by number of symbols. We will consider each propositional symbol $p_i$ to be a single symbol. We also consider the negation of each propositional symbol $p_i \perp$ to be a single symbol. Finally, we count each connective and constant, $\otimes, \neg, \oplus, \&, \Gamma, \Gamma, 1, \neg, 0, \top$, as a single symbol, but do not count parentheses. It is important to note that negation is defined, and therefore is not a connective. We also define the \textit{degree} of a proof to be the maximum degree of any subst in the proof, or zero if there are no substs.

Operationally, the subst elimination procedure defined below first finds one of the “highest” substs of maximal degree in the proof. That is, an application of Subst for which all applications of Subst in the derivation of both hypotheses are of smaller degree. Then a reduction is applied to that occurrence of Subst, which simplifies or eliminates it, although it may replicate some other portions of the original proof. We iterate this procedure to remove all substs of some degree, and then iterate the entire procedure to eliminate all substs. In this way, any NAT proof may be normalized into one without any uses of the Subst rule, at the possible expense of an exponential blowup in the size of the resulting proof tree.

Technically, we begin with a lemma which constitutes the heart of the proof of subst-elimination. Although the proof of this lemma is rather lengthy, the reasoning is straightforward, and the remainder of the proof of subst-elimination is quite simple.
nat2, and for Theorem ?? we need some cut-like rule. These differences lead to subtly different properties of nat and nat2 systems. For example, since Subst is syntaxless in nat, one can show that that one need not consider Subst in searching for type derivations. On the other hand, nat2 is entirely driven by term syntax, leading to a unique principle type theorem.
intuitionistic sequent calculus and natural deduction [82, Appendix A]. The main idea is to interpret sequent proof rules as instructions for constructing natural deduction proofs. The sequent rules acting on the left determine constructions on the top (hypotheses) of a natural deduction proof, while sequent rules acting on the right extend the natural deduction proof from the bottom (conclusion). The Cut rule is interpreted by substituting a proof for a hypothesis. In order for this to work, the natural deduction proof system must have the substitution property formalized by the derived Subst rule in Appendix E.

A simple example that illustrates the general pattern is the tensor rule acting on the left, \(\otimes L\). In the conclusion of the sequent rule, there is a new term variable \(z : (A \otimes B)\). However, we want natural deduction proofs to be closed under the operation of substituting terms for variables (hypotheses). If we use Cut in a sequent proof to replace \(z : (A \otimes B)\), we end up with a sequence of proof steps whose hypotheses and conclusion are identical to the antecedent and consequent of the natural deduction \(\otimes L\) rule in Appendix E.

The most unusual rule of the nat system is the !SR rule. This may be understood by considering the !SR rule of seq and remembering that when we substitute proofs for hypotheses in nat, we must still have a well-formed natural deduction proof. If we follow seq !SR with Cut, we may use \(\Delta \vdash t : B\) and \(x : B, \Sigma \vdash u : A\) to prove \(\Delta, \Sigma \vdash \text{store } u[t/x] : !A\). Generalizing to any number of Cut’s, so that natural deduction proofs will be closed under substitution, we obtain the !SR rule in Appendix E. This rule may without loss of generality be restricted to the case where all the \(\Delta_i\) contain some non-! type.

The third and final system we consider is called nat2. The nat2 rules are generated from the nat rules by removing the rules of Subst and !SR from nat and replacing them with:

\[
\begin{align*}
\Sigma \vdash t : A & \quad x : A, \Gamma \vdash u : B \\
\Sigma, \Gamma \vdash \text{let}_\text{cut} x \, \text{be } t \, \text{in } u : B & \quad \text{let}_\text{cut} \\
\Sigma, \Gamma \vdash t : A & \quad \text{let}_\text{cut} \\
!\Sigma \vdash t : !A & \quad \text{let}_\text{cut} \\
\end{align*}
\]

The reason for the explicit syntax of let_cut is that Subst is not a derived rule of
at the bottom, and the leaves at the top. Each branch of a deduction is a sequence of applications of the proof rules, some of which, such as $\otimes R$ in $\text{SEQ}$, represent branching points in the deduction tree, some, such as $\neg \neg R$, which extend the length of a branch, and some, such as identity, which terminate a branch. Any branch not terminated by identity or $1 \text{ R}$ is called an assumption. The leaves therefore embody the type assumptions and the root the conclusion. Such a structure is said to be a deduction of the conclusion from the assumptions. A proof is a typing deduction with no assumptions. That is, all the branches terminate with an application or identity or $1 \text{ R}$. A closed linear term $t$ is said to be linearly typable if there exists some proof with conclusion $\vdash t : A$ for some linear formula $A$.

### 7.3.3 The typing rules

The first system we will study is called $\text{SEQ}$, the rules for which are given in Appendix D. This formulation is due mainly to Abramsky [1]. We have modified the syntax used in the original presentation slightly, but the idea is the same: take the rules for (intuitionistic) propositional linear logic and decorate them with linear terms. In the system $\text{SEQ}$, cut-free derivations produce linear terms in normal form. Some derivations with cut correspond to linear terms in non-normal form, and cut-elimination steps transform the term, essentially performing beta-reduction and other linear reduction steps. Performing cut-elimination on an $\text{SEQ}$ proof is analogous to reduction in the linear calculus, although the exact correspondence is somewhat complicated.

The typing rules for the second system, called $\text{NAT}$, are given in Appendix E. The main difference between the two systems is that $\text{NAT}$ is more “term-driven”, while $\text{SEQ}$ is more “type-driven”. In Section ??, we show that $\text{NAT}$ is equivalent to $\text{SEQ}$ for proving typing judgements. This is not surprising since $\text{NAT}$ is based on a Gentzen-style sequent calculus presentation of natural deduction for intuitionistic linear logic, while $\text{SEQ}$ is based on a sequent calculus presentation of the same logic. The term “decorations” have been chosen in $\text{NAT}$ so that the provable sequents in these systems are the same.

In devising the $\text{NAT}$ rules from $\text{SEQ}$, we were guided by the correspondence between
All the let A be B in C constructs bind variables in A by pattern-matching A against the result of evaluating B, and then evaluate C. For example, consider the term let \( x \times y \) be \((1 \times ((\lambda x.1))\) in \((x \times y)\). First the subject term is evaluated (to \(1 \times 1\)), then \(x\) and \(y\) are bound (both to 1), and finally \((x \times y)\) is evaluated (in the extended context) producing a final result of \((1 \times 1)\).

The term store \( u \) is a reusable, or delayed version of \( u \). The copy operation inserts multiple copies of a term store \( u \), while discard completely eliminates a store \( u \) term. These copy and discard operations may be implemented by pointer manipulations (implementing sharing) or by explicit copying. The read construct forces evaluation of a store \( d \) term. The interaction between read and store is the critical point where the linear calculus determines reduction order. In other terminology, store is a wrapper or box which is only opened when the term must be read.

The reduction rules for linear lambda calculus are given in Appendix C. A linear term \( t \) reduces to a linear term \( s \) if \( t \rightarrow s \) can be inferred from the linear calculus evaluation rules. Abramsky has demonstrated determinacy for a more restricted form of reduction relation in [1]. The reduction relation given in Appendix C only allows “nonlinear” reductions (involving the \(!WL\), \(!DL\), and \(!CL\) reduction rules) to apply at the “top level” of a term, in the empty context. However, the remaining “linear” reduction steps may be applied anywhere in a term. Thus reduction is neither a congruence with respect to all term formation rules, nor is it deterministic. With Mitschke’s \( \delta \)-reduction theorem [12] this reduction system can be shown to be confluent on untyped terms, even though not all untyped terms have a normal form. For typed terms, the usual cut-elimination procedure provides a proof of weak normalization for this reduction system.

### 7.3.2 Typing preliminaries

We review some standard definitions. A type multiset or type environment is a multiset of pairs \( x_i : A_i \) of variables \( x_i \) and linear logic formulas \( A_i \). A typing judgement is a type multiset \( \Gamma \), a single linear term \( t \), and a single linear logic formula \( A \), separated by a \( \vdash \), constructed as follows: \( \Gamma \vdash t : A \). A typing deduction is a tree, presented with the root
The linear calculus may be considered a functional programming language with fine-grained control over the use of data objects. To a first approximation, no function may refer to an argument twice without explicitly copying, nor ignore an argument without explicitly discarding it. The reason we say, "to a first approximation" is that the notion of referring to an argument twice is somewhat subtle, especially in the presence of additive type connectives. For example, a variable should appear "once" in both branches of a case statement, which is an additive operator. A more precise understanding of the restrictions on use and discard may be gained from reading the typing rules. In our presentation of the linear calculus, we have not restricted reduction order completely (in contrast to [1], for example.) However, as pointed out in Section 7.2, the order of certain reductions must be determinate.

Using \(x, y, z\) for term variables, and \(t, u, v\) for terms, the syntax of linear lambda terms are summarized by the grammar given in Figure 7.1.
after a function application.

7.3 The Linear Calculus

We describe the terms of linear lambda calculus in Section 7.3.1 and give three sets of typing rules. The first, \texttt{seq}, given in Appendix D, is the standard set of rules given by applying the Curry-Howard isomorphism to Girard's sequent calculus proof system, restricted to intuitionistic linear logic. The second system, \texttt{nat}, given in Appendix E, is based on a Gentzen-style sequent calculus presentation of natural deduction for intuitionistic linear logic. The third system, \texttt{nat2}, is closely related to \texttt{nat}, differing only in the \texttt{!SR} and \texttt{Subst} rules. The difference between \texttt{nat} and \texttt{nat2} lies in the point of view taken on whether the \texttt{!SR} rule is a "left" rule or "right" rule of the sequent calculus: it introduces a type constructor on the right, so it appears to be a "right" rule, while it depends on the form of the context, or left side of a sequent, so it may also be a "left" rule. Traditionally, right rules of sequent calculus and introduction rules of natural deduction systems are analogous, while left rules of sequent calculus correspond to a combination of elimination rules and substitution. Consequently, the translation of left rules into natural deduction should be closed under substitution while the translation of right rules should be direct.

Other researchers have independently formulated similar typing rules, although none we know of incorporate a rule of the form of the \texttt{!SR} rule of \texttt{nat}. Lafont, Girard, Abramsky, and others have studied systems very similar to \texttt{seq} [35, 1]. In recent unpublished notes [2, 93] and an MS thesis [65], systems close to \texttt{nat2} have been studied. Walder also discusses alternative rules for \texttt{!SR} and the implications of syntaxless \texttt{Subst} rule in the context of a \texttt{nat}-like system. We take this parallel development of ideas as evidence that these are natural formulations of type systems based on linear logic. We show that \texttt{nat} and \texttt{seq} give the same set of types to each linear term in Section \texttt{IT}, while \texttt{nat2} provides equivalence only up to a point. Technical theorems showing the "term-driven" nature of \texttt{nat} and \texttt{nat2} and the "type-driven" nature of \texttt{seq} are proved in Section \texttt{IT}.
the outer term. In the first case neither $r$ nor $s$ are used at all. In the second case they are both used, but the result is not.

The first general conclusion that follows from this example is that not all terms have a most general type with respect to substitution. This is evident since we have two types for the example term such that neither is a substitution instance of the other, and it can be checked that no shorter type is derivable for this term. Moreover, the two types are disjoint in this system: we can find terms of each type that do not have the other type.

A second conclusion follows from comparing the informal operational readings of each typing with the reduction rules of lambda calculus. In particular, consider the type $A \rightarrow \sigma(C \rightarrow \sigma!B) \rightarrow \sigma C \rightarrow \sigma A$. We may understand the correctness of this type by saying that we apply the second argument to the third and then discard the resulting discardable value. However, this informal reading assumes a particular reduction order. By the usual reduction rules of lambda calculus, we may obtain a term

$$\lambda q. \lambda r. \lambda s. q$$

in which the second and third arguments do not occur. Since this term does not have the linear type $A \rightarrow \sigma(C \rightarrow \sigma!B) \rightarrow \sigma C \rightarrow \sigma A$, the subject reduction property fails for this simplified system. This is a serious problem, since we always expect types to be preserved by reduction. If types are not preserved by reduction, then reduction of well-typed terms may lead to terms that are not well-typed. Essentially, this means that static typing does not prevent run-time type errors.

Intuitively, the failure of subject reduction seems to result from the contrast between a careful accounting of resources in linear logic and the inherent ambiguity in reduction order in the $\lambda$ calculus. This implies that reduction order must be restricted in some way. The most natural approach seems to be to introduce additional constants that indicate where the operations associated with $!$ types are performed. This restricts the set of types in a way that makes type inference possible and also provides a convenient framework for restricting evaluation order. In particular, using explicit discard, we may say explicitly, inside a term, whether a discard happens before or
function of type \( A \rightarrow \sigma B \) must use its argument of type \( A \) “exactly once” in producing a result of type \( B \). However, if \( A \) is of the form \(!C\), then the copy and discard rules associated with \(!\) types allow us to define functions that use their argument zero or more times.

All of the intuitive points we will consider may be illustrated using the the \( \lambda \) term

\[
\lambda q. \lambda r. \lambda s. (\lambda x.q)(r s)
\]

The subterm \((\lambda x.q)\) must have a linear type of the form

\[
(\lambda x.q) : (!B \sigma A),
\]

since only arguments of \(!\) type need not appear in the body of a function. Consequently, the application \((r s)\) must have type \(!B\). There are two possible types of \( r \) and \( s \). One is that \( r \) is a non-discardable function that produces discardable output. That is, \( r : (C \sigma !B), s : C \). The other possibility is more subtle and requires more detailed understanding of the type system. If \( r \) and \( s \) are both discardable resources, such as \( r : !(!C \sigma B) \) and \( s : !C \), then by the usual application rule we have \( rs : B \). However, whenever we have an expression of type \( B \) such that all variables appearing in the term have a type beginning with \(!\), the \( !SR \) rule allows use to conclude that the term has type \(!B\). Using our concepts of linear and nonlinear memory, the \( !SR \) rule may be explained by saying that if we define a value of type \( B \) by referring only to values in non-linear memory, the value we define may reside in non-linear memory, and have type \(!B\).

From the discussion above, we can see that there are two types for the example \( \lambda \)-term:

\[
A \sigma (!C \sigma B) \sigma !C \sigma A
\]

\[
A \sigma (C \sigma !B) \sigma C \sigma A
\]

Associated with these types are two different orders of evaluation. The first is the type of the function that reduces the outermost application first; the application \((r s)\) is thrown away before it is ever evaluated. The second type is the type of the function that first reduces the inner term \((r s)\), to obtain a discardable value, and then reduces
syntax of linear lambda calculus and the typing rules. \texttt{seq} and \texttt{nat} are proved equivalent in Section 7.3, where we also prove complementary term subformula and type subformula properties for the two proof systems. A type inference algorithm and proof of most general typing are given in Section \texttt{II}, with the subject reduction property proved in Section \texttt{II}. The remaining sections of this chapter discuss our execution model and \texttt{tim}-based implementation.

### 7.2 Why explicit storage operations?

In the pure lambda calculus (typed or untyped), there are no explicit \texttt{store}, \texttt{read}, \texttt{copy}, or \texttt{discard} primitives. The usual implementations of languages based on lambda calculus perform these operations as needed, according to one of several possible strategies. In other words, these operations are implicit in the language but explicit in the implementation. Since \texttt{store}, \texttt{read}, \texttt{copy}, and \texttt{discard} are explicit in the proof system of linear logic, we might attempt to insert these operations into lambda terms as part of inferring linear logic types. This was part of the program we started to follow in collaboration with Scedrov in 1989, before discovering that this seemed to require algorithms for deciding provability properties of propositional linear logic; this led to the study of decision problems reported in [60]. In the remainder of this motivational section, we sketch two particular problems that arise, namely, the lack of a natural form of principal type and the failure of subject reduction theorem. The first, along with the undecidability results of [60], suggests that the process of inferring types will be algorithmically tractable only if additional operations or typing constraints are added to lambda calculus. The failure of subject reduction reinforces this conclusion by showing that additional operations are needed in the language to determine the order of function application and discarding of data.

In this section, we consider a type system derived from the \texttt{nat} rules, in Appendix E, by modifying each rule whose name begins with ! so that the term in the consequent is the same as the term in the antecedent. This has the effect of assigning \texttt{−c,!} types to pure lambda terms in a way that allows ! operations to be done implicitly at any point in the evaluation of terms. The main properties of this system are that a
system very close to \textsc{nat} with additional syntax embedded in the \texttt{!SR} rule. Their system exhibits a unique most general type property, and may have additional desirable properties [16]. Walder also discusses alternative rules for \texttt{!SR}. Since these systems are not equivalent to \texttt{seq} and \texttt{nat}, it seems an important research problem to evaluate the trade-offs between the systems.

In the final part of this chapter, we explore implementations of the linear lambda calculus. One problem with Lafont's method of eliminating garbage collection is that it requires a tremendous amount of duplication. Essentially, in comparison with a standard reference counting scheme, garbage collection is eliminated by making every datum have reference count one. This is achieved by copying the datum whenever we would otherwise increment the reference count. A consequence is that there is a significant increase in the amount of storage space required. We believe that in practice, it is useful to consider the trade-offs between copying and garbage collection. In particular, if a datum is large, then copying it even a small number of times may be prohibitive, and may outweigh the benefit of suspending garbage collection. In order to explore such trade-off's in a general setting, we have developed an implementation with two forms of memory, called "linear" and "non-linear" memory. Within this framework, we eliminate garbage collection in linear memory but retain traditional garbage collection techniques in non-linear memory. Similarly, we may perform array update in place on arrays in linear memory. Our implementation is based on an extension of the "three instruction machine" (TIM) [27] with additional operations of \texttt{delay}, \texttt{force}, \texttt{copy}, and \texttt{discard} to provide explicit control over evaluation order and storage management, and arrays that are updated in linear memory. The implementation of our abstract machine is written in Common Lisp, with garbage collection in non-linear memory handled by the Lisp garbage collector. This work is similar to that of Wakeling and Runciman [95], who study linear modifications to the G-Machine [46], and suggest studying the spineless G-Machine, which is closely related to the TIM.

In the following section, we describe the problems that arise in using linear logic formulas as types for pure lambda terms. This motivates the use of linear lambda calculus with explicit copy and discard primitives. In Section 7.3, we present the
on to generalize this system into one incorporating quantifiers and full linear logic, a move which enabled him to interpret linear types in terms of concurrent computations. Recently Chirimar, Gunter, and Riecke [21] have implemented a version of the linear calculus. In this chapter we restrict our attention to intuitionistic linear logic.

One important property of type systems is subject reduction, which states that if a term \( t \) has type \( A \), then any term produced by any number of reduction (evaluation) steps still has type \( A \). This is crucial if we wish to use types to statically determine execution properties of terms. While it may be possible to prove subject reduction for a type system based on sequent calculus rules, there is a significant technical obstacle. If we wish to reason about the effect of reduction, we need to understand the connection between the syntactic form of a term and the set of possible types. However, with sequent calculus rules such as \( \text{seq} \), a single term may have typing proofs of many different forms. (This is because uses of \( \text{Cut} \), which are essential for typing terms not in normal form, are not reflected in the syntax of terms.) To avoid this problem, we formulate an equivalent set of natural deduction style typing rules, called \( \text{nat} \). This system has the property that for each form of linear term, there is exactly one typing rule that may be used to give a type. Using the natural deduction typing rules, subject reduction may be proved by traditional means. In addition, with syntax-directed typing rules, it is possible to formulate a unification-based algorithm that determines the most general types of any linear lambda term.

An interesting property of \( \text{nat} \) is that one essential rule, \( \text{SR} \), based on the modal operator \( ! \) of linear logic, involves substitution into terms. Since a term may be written as the result of substitution in many different ways, this rule gives us a system in which a term may have several different principal linear types. Of course, since \( \text{nat} \) is equivalent to \( \text{seq} \), this is not an idiosyncrasy of our presentation, but a property shared by Abramsky's system \( \text{seq} \) that seems inherent to linear logic. If we simplify the \( \text{SR} \) typing rule of \( \text{nat} \), we obtain an inequivalent system, which we call \( \text{nat2} \). If we restrict reduction to closed terms, then subject reduction holds for this system. However, the provable typing judgements are not closed under substitution. Essentially this system has been studied by [65], who proves the existence of unique most-general types. Benton, Bierman, de Paiva, and Hyland have recently studied a
Chapter 7

Linear ML

In this chapter a declarative language is presented which is based on linear logic through a Curry-Howard style correspondence. Very similar languages have been studied in the past, but in this chapter we present a type-soundness (subject-reduction) theorem, and most general type theorem. Further, we present a novel implementation technique based on a two-space memory model: in the “linear” space there is no need for garbage collection, and destructive update in place may occur, while in the “nonlinear” space, some form of dynamic memory management is needed, and update in place is not always applicable. Finally, an implementation of linear ML is presented which is based on the Three Instruction Machine (TIM).

7.1 Introduction

Historically, intuitionistic logic has been the basis for type systems, via the Curry-Howard isomorphism, or “formulas-as-types” principle [43]. Through this isomorphism, intuitionistic proofs of propositions may be viewed as functional programs, and logical propositions may viewed as types. A similar use of linear logic has been initiated by Girard and Lafont, and Abramsky [35, 1]. In [35], a linear calculus was developed which effectively determines reduction order, while explicitly marking the points where contraction and weakening are used. Abramsky further defined a type inference system, here called SEQ, which is discussed in Section 7.3.3. Abramsky went
6.8 Summary of Chapter

In this chapter the PSPACE-completeness of mALL is exploited in order to achieve a logical embedding of propositional intuitionistic implication into mALL. Essentially, the linear restriction of mALL is satisfied by translation through III*, a logic without contraction. Weakening can be encoded in mALL with additive connectives and constants, but contraction would pose a problem if not for this intermediate logic. Hudelmaier has recently made use of a very similar logic to demonstrate new bounds on cut-elimination procedures for intuitionistic logic, Martini and Masini have recently investigated the translation of classical logic into linear logic using similar techniques, and there may be more interest in logics related to III* [44, 68].
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Assuming that there was a proof of $\Gamma \vdash F^+[A]$, one simply cuts this against the proof of $(A \supset x), F^+[A] \vdash F^+[x]$ guaranteed by Lemma 6.6.76, and thus obtains a proof of $\Gamma, (A \supset x) \vdash F^+[x]$.

Assuming that there was a proof of $\Gamma \vdash F^-[A]$, one simply cuts this against the proof of $(x \supset A), F^-[A] \vdash F^-[x]$ guaranteed by Lemma 6.6.77, and thus obtains a proof of $\Gamma, (x \supset A) \vdash F^-[x]$.

For completeness, we state:

**Lemma 6.6.79** For any intuitionistic sequent $\rho$, $\Xi(\rho)$ is computable in polynomial time and its size is linear in $\rho$.

### 6.7 Discussion

This embedding of the implicational fragment of propositional intuitionistic logic in the $\text{IMALL}$ fragment of linear logic provides an alternative proof for the $\text{PSPACE}$-hardness of $\text{IMALL}$. More importantly, it provides insight into the use and elimination of the structural rules from $\text{III}$ through the embedding of $\text{III}$ into $\text{III}^*$. The system $\text{III}^*$ is an interesting optimization of intuitionistic logic that could be useful in theorem proving and logic programming applications [72].

A number of related questions remain open. An extension of our techniques to all intuitionistic propositional connectives should be investigated. On the other hand, it would be interesting to know whether there is an embedding of intuitionistic implication in $\text{IMALL}$ that preserves the structure of all cut-free proofs. It would also be interesting to investigate the connections between $\text{III}^*$, $\text{IMALL}$, and Hudelmaier’s systems [44]. It is worth examining what transformations such as depth reduction mean at the level of proof terms given by the Curry-Howard isomorphism (discussed in Chapter 7, and whether there are some useful optimizations in the evaluation of proof terms arising from such a study.
Lemma 6.6.75 For any \( \text{il} \) formula \( A \), if a sequent involving a proposition \( p_i \) is provable in \( \text{il} \), then that sequent with \( p_i \) replaced with \( A \) is also provable in \( \text{il} \).

The main lemma regarding the soundness of depth reduction relies on the following two lemmas, which are easily shown by simultaneous induction on the structure of \( F \):

Lemma 6.6.76 For all \( \text{il} \) formulas \( A \) and \( B \), all sequence \( \Gamma \), and positive contexts \( F^+[] \), the sequent \( \Gamma, A \supset B, F^+[A] \vdash F^+[B] \) is provable in \( \text{il} \).

Lemma 6.6.77 For all \( \text{il} \) formulas \( A \) and \( B \), all sequence \( \Gamma \), and negative contexts \( F^-[] \), the sequent \( \Gamma, B \supset A, F^-[A] \vdash F^-[B] \) is provable in \( \text{il} \).

The soundness of depth reduction follows:

Lemma 6.6.78 A sequent \( \Gamma \vdash A \) is provable in \( \text{il} \) if and only if \( \exists(\Gamma \vdash A) \) is provable in \( \text{il} \).

Proof. The argument is by induction on the steps of transformation \( \Xi \) applied to \( \Gamma \vdash A \). Each of the individual transformations may be written in one of four forms:

\[ \Gamma, F^-[A] \vdash B \Rightarrow \Gamma, (A \supset x), F^-[x] \vdash B \]
\[ \Gamma, F^+[A] \vdash B \Rightarrow \Gamma, (x \supset A), F^+[x] \vdash B \]
\[ \Gamma \vdash F^+[A] \Rightarrow \Gamma, (A \supset x) \vdash F^+[x] \]
\[ \Gamma \vdash F^-[A] \Rightarrow \Gamma, (x \supset A) \vdash F^-[x] \]

In the if direction, assuming we have a proof of the transformed sequent, we simply apply lemma 6.6.75, and we have a proof of the desired sequent with the unpleasant addition of the formula \((A \supset A)\) in the context. Since \( \vdash (A \supset A) \) is provable we may cut against this to achieve the desired proof.

In the only if direction, there are four cases, although they are all very similar.

Assuming that there was a proof of \( \Gamma, F^-[A] \vdash B \), one simply cuts this against the proof of \((A \supset x), F^-[x] \vdash F^-[A]\) guaranteed by Lemma 6.6.77, and thus obtains a proof of \( \Gamma, (A \supset x), F^-[x] \vdash B \).

Assuming that there was a proof of \( \Gamma, F^+[A] \vdash B \), one simply cuts this against the proof of \((x \supset A), F^+[x] \vdash F^+[A]\) guaranteed by Lemma 6.6.76, and thus obtains a proof of \( \Gamma, (x \supset A), F^+[x] \vdash B \).
\[ \Gamma, (A \supset B) \supset (C \supset D) \vdash Z \Rightarrow x \supset (C \supset D), \Gamma, (A \supset B) \supset x \vdash Z \]
\[ \Gamma, p_k \supset ((A \supset B) \supset C) \vdash Z \Rightarrow (A \supset B) \supset x, \Gamma, p_k \supset (x \supset C) \vdash Z \]
\[ \Gamma, p_k \supset (A \supset (B \supset C)) \vdash Z \Rightarrow x \supset (B \supset C), \Gamma, p_k \supset (A \supset x) \vdash Z \]
\[ \Gamma, (A \supset (B \supset C)) \vdash p_k \Rightarrow (B \supset C) \supset x, \Gamma, (A \supset x) \vdash p_k \]
\[ \Gamma \vdash (A \supset (B \supset C)) \supset p_k \Rightarrow x \supset (B \supset C), \Gamma \vdash (A \supset x) \supset p_k \]
\[ \Gamma \vdash ((A \supset B) \supset C) \supset p_k \Rightarrow (A \supset B) \supset x, \Gamma \vdash (x \supset C) \supset p_k \]

Figure 6.19: Definition of \( \Xi \)

### 6.6.1 Depth Reduction in IIL

An IIL formula of depth one is either an atom \( p \) or has the form \( (p_k \supset p_j) \). A formula of depth two is one of the form \( (p_k \supset (p_j \supset p_k)) \), or the form \( ((p_k \supset p_j) \supset p_k) \). Given a sequent \( \Gamma \vdash D \), we define \( \Xi(\Gamma \vdash D) \) to be the result of repeatedly applying any of the the set of transformations given in Figure 6.19 until none of them apply.

These transformations each reduce the depth of implications, at the expense of building a new implication (which is also shallower than the original). Thus this sequence of reductions always terminates. Notice that the only kinds of reductions left after the \( \Xi \) transformation are of the form: \( p_k, p_i \supset p_j, p_k \supset (p_j \supset p_k) \), or \( (p_k \supset p_j) \supset p_k \), where \( p_i, p_j, \) and \( p_k \) are atomic propositions. Although all the formulas appearing are very small, there may be many more of them. This technique goes back to [94], see also [76].

We define a positive contextual formula, written \( F^+[C] \), to be a formula with a specific occurrence of a subformula \( C \) identified, which has positive polarity in the formula \( F \). Similarly, a negative contextual formula, written \( F^-[C] \), is one where the specific occurrence of a subformula \( C \) has negative polarity in the formula \( F \). Note that the occurrence specified is unique. That is, even if the formula \( C \) occurs multiple times as a subformula of \( F \), the occurrence indicated by \( F^+[C] \) or \( F^-[C] \) is unique.

Proposition 6.2.56 readily yields:
reasoning applies six times, leaving one with the proof displayed below:

\[
\vdots
\begin{array}{c}
\Gamma_1^- \vdash [(B \supset C)]^\sim, k \vdash [(A \supset B)]^+ \\
\Gamma_1^- \vdash [(B \supset C)]^\sim \vdash k \vdash [(A \supset B)]^+ R \quad \vdash \quad \Gamma_2^- \vdash [k, b \vdash [D]^+] L \quad \vdash \quad \\
\Gamma_1^- \vdash [(B \supset C)]^\sim \vdash (k \vdash [(A \supset B)])^+ R \quad \vdash \quad \Gamma_2^- \vdash [k \otimes b \vdash [D]^+] L \quad \vdash \quad \\
\Gamma^- \vdash (k \vdash [(A \supset B)])^+ \vdash (k \otimes b) \vdash [D]^+ L \quad \vdash \quad \Gamma^- \vdash [k \otimes [C]^\sim \vdash [D]^+] L \quad \vdash \quad \vdash
\end{array}
\]

Where $\Gamma_1^- \cup \Gamma_2^- = \Gamma^-$. From this proof, by induction, we can generate a $\text{III}^*$ proof of $\Gamma_1^- \vdash [(B \supset C)]^\sim, k \vdash [(A \supset B)]^+$. By Proposition 6.3.65 we can generate a $\text{III}^*$ proof of $\Gamma^- \vdash [(B \supset C)]^\sim, k \vdash [(A \supset B)]^+$. Then, using \textbf{Left} \supset 2 with this proof and the translation (by induction) of the rightmost branch from the above proof figure, we can construct an $\text{III}^*$ proof of $\Gamma \vdash C$. The middle unfinished branch of the above figure is irrelevant to the translation, but happens to always be provable by Lemma 6.4.69.

### 6.6 Efficiency of Transformation

For any $\text{III}$ sequent $\rho$ we have provided an equiprovable $\text{IMALL}$ sequent $\theta(\rho)$. This encoding into $\text{IMALL}$ could be exponential in the size of $\rho$, but if $\rho$ is of depth two or less, then $\theta(\rho)$ is linear in the size of $\rho$. Below we give a depth-reduction procedure that takes polynomial time and that produces a sequent $\Xi(\rho)$ of depth at most two, which is only linearly larger than $\rho$. The transformation $\theta(\Xi(\rho))$ therefore provides an argument for the PSPACE-hardness of the decision problem for $\text{IMALL}$. The argument for membership of this problem in PSPACE is immediate and appears in [59].

The transformation from $\text{III}^*$ to $\text{IMALL}$ is efficient in another stronger manner. It preserves the structure of $\text{III}^*$ proofs. The $\text{IMALL}$ translation of an $\text{III}^*$ proof is linear in the size of the given $\text{III}^*$ proof. Note that our transformation from $\text{III}$ to $\text{III}^*$ does not necessarily preserve the structure of cut-free proofs in $\text{III}$ due to the permutations that are needed to make copying redundant. Neither of our transformations preserves the structure of proofs with cut.
completed by one application of \( \top \) \( \rightarrow \). Whatever its form, one may mimic this entire proof in \( \text{III}^* \) by an application of identity.

This completes the analysis in the case that the last proof rule applied is right tensor. In the case that the last rule applied is left implication, there are two possible forms this formula can take in any \( \theta \)-translation: 
\[
k \rightarrow \neg \neg ((k \neg \neg [p_1]^+ \rightarrow \neg (k \otimes b)) \oplus (k \otimes [a]^)) \quad \text{and} \quad k \rightarrow \neg \neg \neg (([B \supset C])^ \rightarrow \neg (k \neg \neg (A \supset B))^+) \neg \rightarrow \neg (k \otimes b) \oplus (k \otimes [C]^))
\]

The first possibility would imply that the assumed \text{imall} proof has the form given in Figure 6.17. The \text{imall} proof must take this almost form, because if any part of \([\Gamma]^-\) were to be included in the left premise, identity would not apply, and in fact there could be no proof of that branch, as stated in Proposition 6.5.72. Also, because there is no \( k \) at top level in the right premise of the \( \neg \rightarrow \) rule, Proposition 6.5.73 implies that reducing any formulas in \([\Gamma]^-\) could not lead to a proof. This reasoning applies four times, leaving one with the proof displayed below:

\[
\begin{array}{c}
\vdots \\
[\Gamma_1^-], k \vdash [p_1]^+ & \vdash [\Gamma_2^-], b \vdash [C]^+ \\
\vdash [\Gamma_1^-], k \rightarrow \neg \neg \neg [p_1]^+ \rightarrow (k \otimes b) \vdash [C]^+ & \vdash [\Gamma_2^-], k \otimes b \vdash [C]^+ \\
\vdash [\Gamma_1^-], k \rightarrow \neg \neg \neg [p_1]^+ \rightarrow (k \otimes b) \vdash [C]^+ & \vdash [\Gamma_2^-], k \otimes b \vdash [C]^+ \\
\vdash [\Gamma_1^-], k \rightarrow \neg \neg \neg [p_1]^+ \rightarrow (k \otimes b) \vdash [C]^+ & \vdash [\Gamma_2^-], k \otimes b \vdash [C]^+ \\
\vdash [\Gamma_1^-], k \rightarrow \neg \neg \neg [p_1]^+ \rightarrow (k \otimes b) \vdash [C]^+ & \vdash [\Gamma_2^-], k \otimes b \vdash [C]^+
\end{array}
\]

Where \([\Gamma_1^-] \cup [\Gamma_2^-] = [\Gamma]^-\). From this proof, by induction, we can generate a \( \text{III}^* \) proof of \( \Gamma_1 \vdash p_1 \). By Proposition 6.3.65 we can generate a \( \text{III}^* \) proof of \( \Gamma \vdash p_1 \). Then, using \text{Left} \supset \text{1} with the proof of \( \Gamma \vdash p_1 \) and the translation (by induction) of the rightmost branch from the above proof figure, we can construct an \( \text{III}^* \) proof of \( \Gamma \vdash C \). The middle unfinished branch of the above figure is irrelevant to the translation, but happens to always be provable by Lemma 6.4.69.

The second possibility would imply that the assumed \text{imall} proof has almost the same form as that in Figure 6.18. The \text{imall} proof must take this form, because if any part of \([\Gamma]^-\) were to be included in the left premise, identity would not apply, and in fact there could be no proof of that branch, as stated in Proposition 6.5.72. Also, because there is no \( k \) at top level in the right premise of the \( \neg \rightarrow \) rule, Proposition 6.5.73 implies that reducing any formulas in \([\Gamma]^-\) could not lead to a proof. This
that the last proof rule applied must be either $\neg \circ L$, $\otimes \circ R$, or identity. However, even identity cannot apply, because $k$ always appears on the left in any $\theta$-translation, and $k$ never appears at top level on the right in such a translation. Thus there are only two cases to consider, left implication, and right tensor.

First, let us consider the case when $\otimes \circ R$ is the last rule applied in a proof. There are two possible forms this formula can take in any $\theta$-translation: 

$$k \otimes ([A]^- - \circ (k - \circ [B]^+)),$$

or

$$k \otimes ((p_i \oplus b) \otimes \top).$$

The first possibility would imply that the assumed in all proof has the form given in Figure 6.16. The in all proof must take this form, because if any part of $[\Gamma]^- \Gamma$ were to be included in the left premise, identity would not apply, and in fact there could be no proof of that branch, as stated in Proposition 6.5.72. Also, because there is no $k$ at top level in the right premise of the $\otimes \circ R$ rule, Proposition 6.5.73 implies that reducing any formulas in $[\Gamma]^- \Gamma$ could not lead to a proof. This reasoning applies twice, leaving one with the proof displayed in Figure 6.16. This proof may be mimicked in $\Pi^* \Gamma$ as simply the application of Right $\supset$, and the hypothesis, which is itself a translation, may be mimicked by induction.

The second possibility would imply that the assumed in all proof has the form:

$$\vdots \vdots$$

$$[\Delta]^+ \vdash p_i \oplus b \quad [\Sigma]^+ \vdash \top$$

$$\vdash [\Gamma]^+ \vdash (p_i \oplus b) \otimes \top$$

$$\vdash [\Gamma^-], k \vdash (p_i \oplus b) \otimes \top$$

The in all proof must take this form, because if any part of $[\Gamma]^- \Gamma$ were to be included in the left premise, identity would not apply, and in fact there could be no proof of that branch, as stated in Proposition 6.5.72. Also, because there is no $k$ at top level in the right premise of the $\otimes \circ R$ rule, Proposition 6.5.73 implies that reducing any formulas in $[\Gamma]^- \Gamma$ could not lead to a proof. Thus for some $\Delta$ and $\Sigma$ which together make up $\Gamma$, one has the above proof. Investigating the left unfinished branch, one sees by Proposition 6.5.73 that $p_i \oplus b$ must be reduced. Furthermore, it can be seen that this $p_i \oplus b$ must be reduced to $p_i$. Proposition 6.5.72 implies that $[\Delta]^+ \equiv p_i^+$, and thus $[\Gamma]^+ \equiv [\Sigma]^-, [p_i^-]$. On the other hand, the right unfinished branch could be
A ⊕ p, or A→p for some formula A. If they are identically p, then the conclusion contains the formula A ⊕ p or p ⊕ A for some A, and the result follows. Otherwise, because all subformulas present in the premises of ⊕L are also subformulas of the conclusion, the result follows.

If &L is the last rule applied, the induction hypothesis implies that the context of the premise is identically p, or contains a subformula of the form p&A, A&p, p ⊕ A, A ⊕ p, or A→p for some formula A. If it is identically p, then the conclusion contains the formula A&p or p&A for some A, and the result follows. Otherwise, because all subformulas present in the premise of &L are also subformulas of the conclusion, the result follows.

Proposition 6.5.73 If formula F is a proper subformula of an encoding [ ]⁻ or [ ]⁺, respectively, and is not identically k, then F must be reduced below any other formula in any imall proof of [Γ]⁻, F ⊢ [C]⁺ or [Γ]⁻ ⊢ F, respectively.

Proof. The proof of this property is almost immediate from property 6.5.72, since our encoding functions [ ]⁻ and [ ]⁺ have the requisite properties.

Lemma 6.5.74 If there is a proof of θ(Γ ⊢ C) in imall, then there is a proof of Γ ⊢ C in III*.

Proof. In order to prove Lemma 6.5.74, we perform cut-elimination on the given imall proof, and then observe that the resulting proof must be of a very special form. In fact, an III* proof can be directly read from any such proof. The action of the “locks and keys” encoded by the positive and negative occurrences of k in the imall translations forces any cut-free imall proof of a sequent to have a very specific form. Proposition 6.5.73 states this formally. It is exactly this sort of control over the shape of a proof which one can encode in linear logic sequents, but which is impossible to encode in intuitionistic and classical logic. The proof of this lemma proceeds by induction on the size of cut-free imall proof.

Given a cut-free imall proof of a sequent θ(Γ ⊢ C), one considers which imall proof rule was applied last. Because the proof is cut-free, the last rule cannot be cut. Investigating the forms of imall formulas that can appear in a θ-translation, one sees
Figure 6.18: Case $\textbf{Left} \succ 2$. 

If identity is the last rule applied, then $\Delta \equiv p$.

$\otimes \text{R}, \neg \circ \text{R}, \oplus \text{R}$, and $\& \text{R}$ do not apply because the right hand side is an atomic propositional literal.

The $\neg \text{R}, \neg \text{I}$, and $\top \text{R}$ rules do not apply because the right hand side of the sequent is an atomic propositional literal.

The $1 \text{L}$ and $1 \text{R}$ rules do not apply since $\Delta$ does not contain 1 as a subformula.

If $\otimes \text{L}$ is the last rule applied, $\Delta$ cannot be $p$, so the induction hypothesis implies that the premise contains a subformula of the form $p \& A$, $A \& p$, $p \oplus A$, $A \oplus p$, or $A \neg \circ p$ for some formula $A$. Because all subformulas present in the premise of $\otimes \text{L}$ are also subformulas of the conclusion, the result follows.

If $\neg \circ \text{L}$ is the last rule applied, the induction hypothesis implies that the context of the right hand premise is identically $p$, or contains a subformula of the form $p \& A$, $A \& p$, $p \oplus A$, $A \oplus p$, or $A \neg \circ p$ for some formula $A$. If it is identically $p$, then the conclusion contains the formula $A \neg \circ p$ for some $A$, and the result follows. Otherwise, because all subformulas present in the premises of $\neg \circ \text{L}$ are also subformulas of the conclusion, the result follows.

If $\oplus \text{L}$ is the last rule applied, the induction hypothesis implies that the contexts of both premises are identically $p$, or contain a subformula of the form $p \& A$, $A \& p$, $p \oplus A$, $A \oplus p$, or $A \neg \circ p$ for some formula $A$. If it is identically $p$, then the conclusion contains the formula $A \neg \circ p$ for some $A$, and the result follows. Otherwise, because all subformulas present in the premises of $\oplus \text{L}$ are also subformulas of the conclusion, the result follows.
implies that \( k, b \vdash [D]^+ \) is provable, and by induction hypothesis there exists \( \text{imall} \) proofs of the other two branches.

We now introduce two propositions that simplify the other direction of Theorem 6.1.55. These propositions are mild alterations of lemmas used to establish the \( \text{pspace} \)-completeness of \( \text{imall} \) [59]. The first proposition is only used to prove the second, and the second proposition formally states that in a cut-free \( \text{imall} \) proof, no lock can be opened before there is a key available at the top level.

**Proposition 6.5.72** For any atomic proposition \( p \), and multiset \( \Delta \) not containing the constant \( 1 \) or the constant \( 0 \), if the sequent \( \Delta \vdash p \) is provable in \( \text{imall} \), then \( \Delta \) is identically \( p \), or contains a positive subformula of the form \( p \& A \), \( A \& p \), \( p \oplus A \), \( A \oplus p \), or \( A \rightarrow p \) for some formula \( A \).

Note that the clause about the constant \( 0 \) is not actually needed in our formulation of \( \text{imall} \). However, this property could be of interest outside the scope of this paper, and thus we state it exactly for full intuitionistic two-sided multiplicative additive linear logic.

**Proof.** The argument is by induction on the size of the cut-free \( \text{imall} \) proof.

For each inductive step, one considers case analysis on the rules of \( \text{imall} \).
\[ \begin{array}{c}
\vdash \Gamma, A \vdash B \\
\implies \quad \frac{}{\Gamma \vdash (A \supset B)^{R \supset}} \\
\vdash \frac{}{[\Gamma]^-, [A]^-, k \vdash [B]^+}^{R \supset} \\
\implies \quad \frac{}{[\Gamma]^-, [A]^-, k \vdash [B]^+}^{R \supset} \quad \frac{\vdash [\Gamma]^-, [A]^-, k \vdash [B]^+}{\vdash [\Gamma]^-, [A]^-, k \vdash [B]^+}^{R \supset} \quad \frac{\vdash [\Gamma]^-, [A]^-, k \vdash [B]^+}{\vdash [\Gamma]^-, [A]^-, k \vdash [B]^+}^{R \supset}
\end{array} \]

**Figure 6.16:** Case Right $\supset$.

### 6.5 Completeness of Translation

In order to prove Theorem 6.1.55, we have to show that the translation is correct and faithful, *i.e.*, there exists a cut-free proof of $\Gamma \vdash C$ in $\text{III}^*$ if and only if there is a cut-free proof of $\theta(\Gamma \vdash C)$ in $\text{IMALL}$. This will be established in two lemmas below.

**Lemma 6.5.71** If there is a cut-free proof of $\Sigma \vdash C$ in $\text{III}^*$, then there is a cut-free proof of $\theta(\Sigma \vdash C)$ in $\text{IMALL}$.

**Proof.** One proceeds by induction on the depth of proof in $\text{III}^*$.

In the case that the proof of $\Sigma \vdash C$ is simply one application of identity, $C$ is actually a proposition $p_i$ (identity is only applicable to atomic propositions in $\text{III}^*$), and therefore $\Gamma$ must contain $p_i$ as an element. Thus one can use Lemma 6.4.70.

In the case that the proof of $\Gamma \vdash C$ ends in an application of the Right $\supset$ rule of $\text{III}^*$, then one may simply unlock the conclusion formula and then apply $\supset R$ to the $\text{IMALL}$ translation. Note that by definition, the translation of $[A \supset B]^+$ is $k \otimes ([A]^- \supset (k \supset [B]^+))$. This case is given in Figure 6.16, where the required $\text{IMALL}$ proof of $[\Gamma]^-, [A]^-, k \vdash [B]^+$ is given by the induction hypothesis.

Suppose that the $\text{III}^*$ proof of $\Sigma \vdash C$ ends in an application of Left $\supset 1$. Then $\Sigma = \Gamma, (p_i \supset A)$. Consider the proof given in Figure 6.17. Lemma 6.4.69 implies that $k, b \vdash [C]^+$ is provable, and by induction hypothesis there exists $\text{IMALL}$ proofs of the other two branches.

In the final case, suppose that the proof of $\Gamma \vdash C$ ends in an application of Left $\supset 2$. Consider the proof given in Figure 6.18. As in the previous case, Lemma 6.4.69
In the case that $C = (A \sqcup B)$ is an implication, we know that $B$ is of smaller depth than $C$, and we can construct the proof as in Figure 6.14.

**Lemma 6.4.70** For any ill* multiset $\Gamma$ and proposition $p_i$, the sequent $[\Gamma][-], [p_i][-], k \vdash [p_i]^+$ is provable in IMALI.

**Proof.** The proof follows from expanding the definition of $[p_i]^+$, as seen in Figure 6.15.
is a choice to be made in the way we split the context $\Sigma'$ among the branches of the proof. However, because of the form of our translation, we can without loss of generality choose to keep the entire context on the left branch. Lemma 6.4.68 implies that $k, b \vdash [r]^+$, the upper right branch, is provable. Notice how $[r]^+$ has been devised to ensure this. And finally, we see that after two applications of $R \supset$ we are left with the translation of the right hand branch of the $\text{III}^*$ proof.

In fact, the encoding is such that there are essentially no choices to be made in the proof of the $\text{IMALL}$ translation that cannot be made in the proof of an $\text{III}^*$ formula. For example, once a formula is unlocked with the “key” $k$, no other formula may be unlocked until the unlocked formula is reduced completely, at which point it provides another key $k$. This method of “locks and keys” was introduced in [59]. In the next section we show that an $\text{III}^*$ formula is provable in $\text{III}^*$ if and only if its translation is provable in $\text{IMALL}$.

**Lemma 6.4.68** For any $\text{III}^*$ multiset $\Gamma$ and formula $C$, the sequent $[\Gamma]^-, k, b \vdash [C]^+$ is provable in $\text{IMALL}$.

**Proof.** The proof is by induction on the right-hand depth of $C$. If $C = p_i$ is a proposition, we can construct an $\text{IMALL}$ proof as in Figure 6.13.
\[\begin{align*}
[A \supset B]^+ & \overset{\Delta}{=} k \otimes ([A]^{-}\circ (k \circ B)^+)) \\
[p_i]^+ & \overset{\Delta}{=} k \otimes ((p_i \oplus b) \otimes \top)
\end{align*}\]

\[\begin{align*}
[p_i]^{-} & \overset{\Delta}{=} p_i \\
[p_i \supset A]^{-} & \overset{\Delta}{=} k \circ ((k \circ p_i)^+ \circ (k \circ b)) \oplus (k \otimes [A]^{-}) \\
[(A \supset B) \supset C]^{-} & \overset{\Delta}{=} k \circ (([(B \supset C)]^{-} \circ (k \circ ((A \supset B)^{+}) \circ (k \circ b)) \oplus (k \otimes [C]^{-}))
\end{align*}\]

Figure 6.11: Definition of translation

definitions of \([\cdot]^+\) and \([\cdot]^\ast\) given in Figure 6.11 can be seen to be well defined by induction on the size of the formulas.

For any \(\text{IIL}^\ast\) sequent \(\Gamma \vdash C\) we define

\[\theta(\Gamma \vdash C) \overset{\Delta}{=} [\Gamma]^\ast, k \vdash [C]^+\]

Here \([\Gamma]^\ast\) stands for the result of the application of \([\cdot]^\ast\) to each element of \(\Gamma\). Note that the “key” \(k\) is present in the context of the encoding of a sequent. We have chosen the notations \([\cdot]^+\) and \([\cdot]^\ast\) to suggest the interpretation of positive and negative polarity of occurrences.

Let us first demonstrate how parts of the example \(\text{IIL}^\ast\) proof given in Figure 6.3 are translated into \(\text{IMALL}\). Consider the sequent \(\Sigma^\prime, (p \supset q) \supset l \vdash r\), where \(\Sigma^\prime\) abbreviates \(l \supset r, (q \supset r) \supset q\). This sequent has the \(\theta\)-translation \([\Sigma^\prime]^\ast, [(p \supset q) \supset l]^\ast, k \vdash [r]^+\).
By the above definition, \([(p \supset q) \supset l]^\ast = k \circ (([(q \supset l)]^\ast \circ (k \circ ((p \supset q)^{+}) \circ (k \circ b)) \oplus (k \otimes [l]^\ast))\). In the example \(\text{IIL}^\ast\) proof given in Figure 6.3, the proof of this sequent ends in an application of the \(\text{L} \supset 2\) rule.

The intuitive structure of the proof in Figure 6.12 is as follows. The leftmost application of \(\text{I}\) and the bottommost application of \(\neg \circ \text{L}\) correspond to “unlocking” the formula of interest. The unlocked formula corresponding to \((p \supset q) \supset l\) has \(\oplus\) as its main connective. The proof tree therefore forks, and after a simple application of \(\otimes \text{L}\), the rightmost branch can be seen to be the translation of the rightmost branch of the \(\text{IIL}^\ast\) proof.

The left main branch of the proof progresses by applying the \(\neg \circ \text{L}\) rule. Here there
### 6.4 IL* to IMALL

An intuitionistic linear logic sequent is composed of two multisets of linear logic formulas separated by a $\vdash$, where there is no more than one formula in the consequent (i.e., right-hand side) multiset. We assume a set of propositional atoms $p_i$ to be given. Figure 6.10 gives the inference rules for the intuitionistic linear sequent calculus, with the slight restriction that the 0 rule is omitted. This omission does not pose problems for cut elimination.

We now define a pair of mutually recursive translation functions that transform any IL* formula into an IMALL formula. $k$ and $b$ are fresh propositional letters. The

---

### Figure 6.10: Rules for IMALL

<table>
<thead>
<tr>
<th>Rule</th>
<th>IL</th>
<th>IMALL</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>$p \vdash p$</td>
<td>$\Sigma \vdash A, \Gamma \vdash \Delta$</td>
</tr>
<tr>
<td>⊗L</td>
<td>$\Sigma, A, B \vdash \Delta$</td>
<td>$\Sigma, (A \otimes B) \vdash \Delta$</td>
</tr>
<tr>
<td>−→L</td>
<td>$\Sigma, A \vdash \Delta$</td>
<td>$\Sigma, (A \multimap B) \vdash \Delta$</td>
</tr>
<tr>
<td>⊕L</td>
<td>$\Sigma, A \vdash \Delta$</td>
<td>$\Sigma, (A \oplus B) \vdash \Delta$</td>
</tr>
<tr>
<td>&amp; L1</td>
<td>$\Sigma, A \vdash \Delta$</td>
<td>$\Sigma, (A &amp; B) \vdash \Delta$</td>
</tr>
<tr>
<td>&amp; L2</td>
<td>$\Sigma, B \vdash \Delta$</td>
<td>$\Sigma, (A &amp; B) \vdash \Delta$</td>
</tr>
<tr>
<td>−L</td>
<td>$\vdash$</td>
<td>$\Sigma \vdash$</td>
</tr>
<tr>
<td>1L</td>
<td>$\Sigma \vdash \Delta$</td>
<td>$\vdash 1$</td>
</tr>
<tr>
<td>Cut</td>
<td>$\Sigma, \Gamma \vdash \Delta$</td>
<td>$\Sigma \vdash 1$</td>
</tr>
<tr>
<td>⊗R</td>
<td>$\Sigma, \Gamma \vdash (A \otimes B)$</td>
<td>$\Sigma \vdash (A \otimes B)$</td>
</tr>
<tr>
<td>−→R</td>
<td>$\Sigma, \Gamma \vdash (A \multimap B)$</td>
<td>$\Sigma \vdash (A \multimap B)$</td>
</tr>
<tr>
<td>⊕R1</td>
<td>$\Sigma \vdash (A \oplus B)$</td>
<td></td>
</tr>
<tr>
<td>⊕R2</td>
<td>$\Sigma \vdash (A \oplus B)$</td>
<td></td>
</tr>
<tr>
<td>−R</td>
<td>$\Sigma \vdash$</td>
<td></td>
</tr>
<tr>
<td>1R</td>
<td>$\vdash 1$</td>
<td></td>
</tr>
<tr>
<td>⊤R</td>
<td>$\Sigma \vdash \top$</td>
<td></td>
</tr>
</tbody>
</table>

---

2Our arguments also apply to the sequent calculus given on p. 53 of [35] without the 0 rule.
weight(Σ, (D ⊢ E) ⊢ F ⊢ C) - weight(Σ, E ⊢ F, D ⊢ E)

= m((D ⊢ E) ⊢ F, 1) + m(C, 1) - m(E ⊢ F, 1) - m(D, 1) - m(E, 1)
= m(D, 3) + 2m(E, 2) + 2 + m(F, 1) + 1 + m(C, 1) - m(E, 2) - m(F, 1) - 1 - m(D, 1) - m(E, 1)
> 0

Figure 6.9: Example calculation of weight

is then Σ, p ⊢ B, B ⊢ C. By Proposition 6.2.63, the sequent Σ, B ⊢ C must also have an III* proof and since it is of smaller weight than Σ, p ⊢ B ⊢ C, the induction hypothesis can be applied to it yielding an III* proof of Σ, B ⊢ C. The required III* proof of Σ, p ⊢ B ⊢ C can be constructed using the L ⊢ 1 rule with the premises Σ, B ⊢ C and Σ ⊢ p.

If the final inference in the given III proof is L ⊢ applied to a principal formula of the form (D ⊢ E) ⊢ F, then Γ has the form Σ, (D ⊢ E) ⊢ F, and we have III proofs for the two premises Σ, (D ⊢ E) ⊢ F ⊢ D ⊢ E and Σ, (D ⊢ E) ⊢ F, F ⊢ C. Proposition 6.2.63 applied to the second premise yields an III proof of Σ, F ⊢ C to which the induction hypothesis can be applied yielding an III* proof of Σ, F ⊢ C. Since in III we can prove D, (E ⊢ F) ⊢ (D ⊢ E) ⊢ F and D, (D ⊢ E) ⊢ E, we can use the cut rule twice with the sequent Σ, (D ⊢ E) ⊢ F ⊢ D ⊢ E to get an III proof of Σ, E ⊢ F, D ⊢ E. The difference in weight between this last sequent and the original conclusion sequent Σ, (D ⊢ E) ⊢ F ⊢ C is given in Figure 6.9.

So the induction hypothesis yields an III* proof of Σ, E ⊢ F, D ⊢ E which by R ⊢ yields an III* proof of Σ, E ⊢ F ⊢ D ⊢ E. This last sequent with Σ, F ⊢ C yield an III* proof of Σ, (D ⊢ E) ⊢ F ⊢ C by the L ⊢ 2 rule of III*.

The lack of contraction in III* makes this formulation of the sequent rules for implicational intuitionistic propositional logic amenable to encoding into IMALL.
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\[
\text{weight}(A_1, \ldots, A_n \vdash C) = m(A_1, 1) + \ldots + m(A_n, 1) + m(C, 1)
\]
\[
m(A \supset B, d) = m(A, d + 1) + d \ast (m(B, d) + 1)
\]
\[
m(p, d) = d
\]

Figure 6.8: Definition of weight

the same size as \(\Theta_2\). The backward inference with the subproofs \(\Theta_{12}\) and \(\Theta_{2}'\) is smaller than \(\Pi\) and we can therefore employ the induction hypothesis to eliminate the backward inference from it. The resulting proof is therefore free of backward inferences and has size no larger than \(\Pi\).

The other possibility is that the principal formula is of the form \(q \supset B\) where \(q\) occurs in \(\Gamma\). In this case the inferences permute similarly, and the resulting proof may be seen to be forward by induction, and the fact that \(q\) occurs in \(\Gamma\).

**Lemma 6.3.68** Given a proof of \(\Gamma \vdash C\) in \(\text{III}\), a proof of \(\Gamma \vdash C\) can be constructed in \(\text{III}^*\).

**Proof.** By Lemma 6.3.67, we can restrict our attention to forward proofs. We proceed by induction, not on the size of the given proof, but on \(\text{weight}(\sigma)\) for a sequent \(\sigma\), as defined in Figure 6.8. There are four cases according to the final inference in the given proof.

It is easy to show by induction on the structure of \(A\) that if \(0 < c < d\), then \(0 < m(A, c) < m(A, d)\).

If the given \(\text{III}\) proof of \(\Gamma \vdash C\) is an axiom, then the proof is also an \(\text{III}^*\) proof.

If the final inference in the given forward \(\text{III}\) proof is \(R \supset\) applied to a conclusion of the form \(\Gamma \vdash A \supset B\) to generate the premise \(\Gamma, A \vdash B\), then this premise is of smaller weight. We can therefore apply the induction hypothesis to the premise to get an \(\text{III}^*\) proof of \(\Gamma, A \vdash B\) from which the \(\text{III}^*\) proof of \(\Gamma \vdash A \supset B\) can be completed by the \(R \supset\) rule of \(\text{III}^*\).

If the final inference in the given forward \(\text{III}\) rule is \(L \supset\) applied to a principal formula of the form \(p \supset B\), then \(\Gamma\) has the form \(\Sigma, p \supset B\) and \(p\) must occur in \(\Sigma\). Since \(p\) occurs in \(\Sigma\), the sequent \(\Sigma \vdash p\) is an \(\text{III}^*\) axiom. The nontrivial premise
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If the final inference in \(\Pi\) is not a backward inference, then we have the result immediately by induction.

If the final step is a backward inference in \(\Pi\), then we use the induction hypothesis to eliminate the backward inferences in the subproofs of the premises. This transforms the proof \(\Pi\) to the form below, where the only backward inference is the final one.

\[
\begin{array}{c}
\Theta_{11} \quad \Theta_{12} \\
\vdots & \vdots \\
\Gamma, p \vdash A \vdash D \vdash E & \Gamma, p \vdash A, F \vdash p \\
\Gamma, p \vdash A \vdash p & \Gamma, p \vdash A, A \vdash C \\
\hline
\Gamma, p \vdash A \vdash C \\
\end{array}
\]

becomes

\[
\begin{array}{c}
\Theta_{11} \quad \Theta_{12} \\
\vdots & \vdots \\
\Gamma, p \vdash A, F \vdash p & \Gamma, p \vdash A, F, A \vdash C \\
\hline
\Gamma, p \vdash A \vdash C \\
\end{array}
\]

Figure 6.7: Permuting backward inferences

The premise \(\Gamma, p \vdash A \vdash p\) cannot be an axiom since \(p\) does not occur in \(\Gamma\). The final inference in the proof \(\Theta_1\) of \(\Gamma, p \vdash A \vdash p\) must therefore be an \(\text{L } \vdash\) inference whose principal formula is either of the form \((D \vdash E) \vdash F\) or of the form \(q \vdash B\) where \(q\) occurs in \(\Gamma\). In either case, these inferences can be permuted below the final inference in \(\Pi\), as in Figure 6.7.

In Figure 6.7, the proof \(\Theta_2\) is obtained from \(\Theta_2\) by Proposition 6.2.62 but has
\[ \Gamma, p_i \vdash p_i \]

\[ \Gamma, A \vdash B \]

\[ \Gamma \vdash (A \supset B) \quad \text{R} \]

\[ \Gamma \vdash p_i \Gamma', B \vdash C \]

\[ \Gamma', (B \supset C) \vdash (A \supset B) \]

\[ \Gamma, C \vdash D \quad \text{1} \]

\[ \Gamma, ((A \supset B) \supset C) \vdash D \quad \text{2} \]

\[ \Gamma, (B \supset C) \vdash (A \supset B) \]

\[ \Gamma, C \vdash D \]

\[ \Gamma, ((A \supset B) \supset C) \vdash D \]

Figure 6.6: Rules for \( \text{III}^* \)

**Lemma 6.3.66** Given a proof of \( \Gamma \vdash A \) in \( \text{III}^* \), a proof of \( \Gamma \vdash A \) can be constructed in \( \text{III} \).

**Proof.** By induction on \( \text{III}^* \) proofs using Propositions 6.3.65 and 6.2.64.

The other direction of the equivalence of \( \text{III} \) and \( \text{III}^* \) is somewhat more complicated. Our original argument involved *depth reduction* (see Section 6.6.1). Here we adapt an argument due to Dyckhoff [26] by introducing Lemma 6.3.67 and modifying the definition of the weight of a sequent used to justify the induction in Lemma 6.3.68.

Consider an \( \text{L} \supset \) inference in an \( \text{III} \) proof with a principal antecedent formula of the form \( p \supset A \). Let \( \Gamma \vdash C \) be the conclusion sequent of the inference. The inference is said to be *backward* if \( p \) does not occur in \( \Gamma \). A *forward* proof is one with no backward inferences. These names are chosen to be reminiscent of forward and backward chaining.

**Lemma 6.3.67** Any cut-free, contraction-free \( \text{III} \) proof \( \Pi \) of size \( n \) can be transformed to a cut-free, contraction-free forward proof \( \Theta \) of size no more than \( n \) with the same conclusion as \( \Pi \).

**Proof.** The proof is by induction on the size of the cut-free, contraction-free proof \( \Pi \).
Now applying Proposition 6.2.58 to the proof of the right hand hypothesis, we are able to obtain a proof of $\Gamma, A \supset B, B \vdash C$ which is smaller than the original proof, and thus by induction we may assume that $A \supset B$ may be eliminated from the context, and we have a proof of $\Gamma, B \vdash C$ of size no more than $n$.

**Proposition 6.2.64** For all IIL formulas $A, B, C$ the sequent $(A \supset B) \supset C \vdash B \supset C$ is provable in IIL.

**Proof.** By the following IIL proof:

\[
\frac{(A \supset B) \supset C, B, A \vdash B}{(A \supset B) \supset C, B \vdash (A \supset B)^R \supset (A \supset B) \supset C, B, C \vdash C} \quad (A \supset B) \supset C, B \vdash C \\
(A \supset B) \supset C, B \vdash (A \supset B)^R \supset (A \supset B) \supset C, B, C \vdash C
\]

---

### 6.3 IIL and IIL\(^*\)

We now introduce an interesting optimization of IIL called IIL\(^*\), and prove that cut-free, contraction-free IIL proofs are easily transformed to proofs in IIL\(^*\). The proof rules for IIL\(^*\) are given in Figure 6.6. Similar optimizations have been studied by others [90, 79, 44, 26].

Note that the identity rule is only applicable to atomic propositions, and that weakening is only allowed at the leaves of a proof, i.e., at an application of identity. Most important, however, is the property that the principal formula is not duplicated in the premises of any of the rules in IIL\(^*\).

**Proposition 6.3.65** Given a proof of $\Gamma \vdash B$ of size $n$ in IIL\(^*\), we can produce a proof of $\Gamma, A \vdash B$ of size $n$ in IIL\(^*\).

**Proof.** We simply add the IIL\(^*\) formula $A$ to each sequent in the entire IIL\(^*\) derivation. That is, by case analysis on the rules in IIL\(^*\), we see that adding a formula $A$ to the context (left hand side) of the hypotheses and conclusions of all the rules of IIL\(^*\) leaves us with a correctly formed IIL\(^*\) proof of $\Gamma, A \vdash B$.
Proof. The argument here is a straightforward adaptation of the cut-elimination proof for G3 that appears in [51].

Proposition 6.2.61 Any proof of $\Gamma \vdash A$ in $\mathbf{III}$ can be transformed into a proof of $\Gamma \vdash A$ in $\mathbf{III}$ that does not employ the contraction or cut rules.

Proof. By application of Proposition 6.2.60 and then Proposition 6.2.59. Note that the latter lemma will never introduce cuts into a proof, and thus preserves the cut-free nature of proofs.

Proposition 6.2.62 Given a proof of $\Gamma \vdash B$ of size $n$ in $\mathbf{III}$, we can produce a proof of $\Gamma, A \vdash B$ of size $n$ in $\mathbf{III}$.

Proof. We simply add the $\mathbf{III}$ formula $A$ to each sequent in the entire $\mathbf{III}$ derivation. That is, by case analysis on the rules in $\mathbf{III}$, we see that adding a formula $A$ to the context (left hand side) of the hypotheses and conclusions of all the rules of $\mathbf{III}$ leaves us with a correctly formed $\mathbf{III}$ proof of $\Gamma, A \vdash B$. Note that the formula $A$ that has been weakened in, never occurs as the principal formula of any rule in the resulting proof.

Proposition 6.2.63 Given a proof of $\Gamma, A \supset B, B \vdash C$ of size $n$ in $\mathbf{III}$, we can find a proof of $\Gamma, B \vdash C$ of size less than or equal to $n$ in $\mathbf{III}$.

Proof. We prove this property by induction on the size of $\mathbf{III}$ proof. At each step we perform case analysis on the last rule applied.

If the last rule is identity, which is restricted to atomic propositions, we may safely remove the formula $A \supset B$ from the context.

If the last rule applied is $R \supset$, Cut, or Contraction, then by induction we have our result.

In the final case of $L \supset$, if some other implication in the context is analyzed, then by induction we have our result. If $A \supset B$ is the formula analyzed, then we know the derivation is of the form:

\[
\vdots \quad \vdots \\
\Gamma, A \supset B, B \vdash A \quad \Gamma, A \supset B, B \vdash C \\
\Gamma, A \supset B, B \vdash C 
\]
then we may construct the following deduction:

\[
\begin{array}{c}
\vdots \\
\Gamma, (A_1 \supset A_2), A_1 \vdash A_1 \\
\end{array}
\begin{array}{c}
\vdots \\
\Gamma, (A_1 \supset A_2), A_1, A_2 \vdash A_2 \\
\end{array}
\begin{array}{c}
\Gamma, (A_1 \supset A_2), A_1 \vdash A_2 \\
\Gamma, (A_1 \supset A_2) \vdash (A_1 \supset A_2) \supset \\
\end{array}
\]

The two remaining sequents in the above deduction are provable by induction.

**Proposition 6.2.57** For any sequent \( \Sigma \vdash A \) appearing in any \( \text{III} \) proof of \( \Gamma \vdash B \), the multiset \( \Gamma \) is a sub-multiset of \( \Sigma \).

**Proof.** By induction on the size of proofs followed by a straightforward case analysis on the \( \text{III} \) rules.

This conservation of antecedent formulas in \( \text{III} \) proofs provides the key to the elimination of contraction as shown by Propositions 6.2.58 and 6.2.59. The size of a proof is taken to be the number of inferences in it.

**Proposition 6.2.58** Given a proof of \( \Gamma, A, A \vdash B \) of size \( n \) in \( \text{III} \), we can produce a proof of \( \Gamma, A \vdash B \) of size \( n \) in \( \text{III} \).

**Proof.** From Proposition 6.2.57, we know that \( \Gamma, A, A \) appears as a sub-multiset of each sequent in the given proof tree. By case analysis on the rules in \( \text{III} \), we see that by replacing \( \Gamma, A, A \) with \( \Gamma, A \) everywhere in the derivation, we are left with a correctly formed \( \text{III} \) proof of \( \Gamma, A \vdash B \).

**Proposition 6.2.59** Given a proof of \( \Gamma \vdash A \) of size \( n \) in \( \text{III} \), we can construct a proof of \( \Gamma \vdash A \) in \( \text{III} \) of size no greater than \( n \) that does not employ the contraction rule.

**Proof.** By induction on proof size. If the last rule in a derivation is contraction, then we simply apply proposition 6.2.58 to its premise to achieve a smaller proof of the desired sequent. In other cases we appeal to the induction hypothesis.

**Proposition 6.2.60** If there is a proof of \( \Gamma \vdash A \) in \( \text{III} \) then there is a proof of \( \Gamma \vdash A \) in \( \text{III} \) that does not employ the cut rule.
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From the logic programming perspective given in [73], the main result of this paper addresses the issue of replacing copying and reuse in intuitionistic proofs by sharing. We believe that our results, together with [41, 7], contribute to the understanding of the role of linear logic as an expressive and natural framework for describing the control structure of logic programs.

6.2 Properties of III

In this section, we present a series of lemmas about III that eventually establish the eliminability of cut and contraction, the admissibility of weakening, and the redundancy of copying in III proofs.

Proposition 6.2.56 shows that the rule of identity on atomic formulas can be extended to all formulas.

**Proposition 6.2.56** For all III formulas A and III sequents Γ, there exists a proof of Γ, A ⊢ A in III.

**Proof.** We build the proof by induction on the structure of A. If A is an atomic proposition, the result is immediate. If A is an implication, that is A = A₁ ⊃ A₂,
\[
\begin{array}{c}
\vdots \quad \Sigma', (q \supset l) \vdash (p \supset q) \quad \Sigma', l \vdash r \\
\Sigma', ((p \supset q) \supset l) \vdash r
\end{array}
\]

\[
\vdots
\]

\[
\begin{array}{c}
[\Sigma']^- \vdash [(q \supset l)]^- \vdash [(p \supset q)]^+ \\
[\Sigma']^- \vdash [(q \supset l)]^- \vdash [(p \supset q)]^+ \overset{\varepsilon \mathbb{L}}{\vdash} b \vdash [r]^+ \\
[\Sigma']^- \vdash [(q \supset l)]^- \vdash [(p \supset q)]^+ \vdash \varepsilon [r] \quad [\Sigma']^- \vdash [l]^+ \vdash [r]^+ \overset{\varepsilon \mathbb{L}}{\vdash}
\end{array}
\]

Figure 6.4: Toward \textsc{imall} translation of example.

\textbf{III}*, along with the restriction on weakening make it possible to embed \textbf{III}* in \textsc{imall}. This translation is asymmetric, \textit{i.e.}, positive occurrences of formulas in sequents are treated differently from negative occurrences. The basic idea is that a left implication rule of \textbf{III}*, is translated by a block in \textsc{imall} consisting of a \(-\varepsilon \mathbb{L}\) rule (which accounts for the principal formula) followed by a \(+\mathbb{L}\) rule (which accounts for the context). For instance, the translation \([[(p \supset q) \supset l]]^-\) will be basically \((([(q \supset l)]^- \varepsilon [(p \supset q)]^+) \varepsilon [r] \vdash [l]^+\). If \(\Sigma'\) abbreviates \(l \supset r, (q \supset r) \supset q\), the last step in the \textbf{III}*, proof displayed in Figure 6.3 will be translated basically as in Figure 6.4, where the middle branch will be provable.

The actual translation is more complicated; it also involves the "locks-and-keys" technique from [59] in order to ensure faithfulness. We defer the discussion of details until Section 6.4.

In summary, we provide a transformation from \textbf{III} sequents to \textsc{imall} sequents by transforming \textbf{III} proofs. Our main result is:

\textbf{Theorem 6.1.55} \textbf{III} can be embedded into \textsc{imall}. The embedding preserves the structure of cut-free proofs in \textbf{III}*.

\textbf{III} proofs are transformed by eliminating any use of the cut and contraction rules, permuting the order of the inferences, and modifying the \(+\mathbb{L}\supset\) rule so as to eliminate the need for copying. The resulting \textbf{III}* proofs can then be embedded in \textsc{imall}. 

\[ \begin{align*}
\Sigma, p, q, p \vdash q & \quad \Sigma, p, q, l \vdash l \quad \Sigma, p, q, l \vdash r \\
\Sigma, p, q \vdash p \supset q & \quad \Sigma, p, l \vdash r \\
\Sigma, p, q \vdash r & \\
\Sigma, p \vdash q & \\
\Sigma, r \vdash r & \\
\Sigma \vdash r
\end{align*} \]

**Figure 6.2: Modified Proof**

\[ \begin{align*}
A, B, p, q \vdash q & \quad B, p, q, l \vdash l \quad B, p, q, l \vdash r \\
A, B, p, q \vdash r & \quad A, B, p, q \vdash r \\
A, D, B, p \vdash r & \\
A, D, p, q \vdash q & \quad A, D, q \vdash r \\
A, D, (q \supset r) \vdash q, p \vdash q & \\
A, D, (q \supset r) \vdash q, p \supset q & \\
\Sigma, l \vdash l & \\
\Sigma, l, r \vdash r & \\
\Sigma, l \vdash r & \\
\Sigma \vdash r
\end{align*} \]

**Figure 6.3: “Linearized” Proof in IIL* where A is \( l \supset r \), B is \( r \supset q \), C is \( (q \supset r) \supset q \), D is \( q \supset l \).**

The advantage of IIL* is that there is no copying of principal formulas.\(^1\) An antecedent principal formula of the form \((A \supset B) \supset C\) is replaced by the simpler formula \(B \supset C\) in one of the premises of the \(L \supset 2\) rule. Let \(A, B, C,\) and \(D\) label the formulas \( l \supset r \), \( r \supset q \), \((q \supset r) \supset q \), and \( q \supset l \), respectively. With these new rules, the above proof can be transformed to an IIL* proof as in Figure 6.3.

The absence of contraction and the absence of copying of principal formulas in

\(^1\)Grigori Mints directed our attention to IIL*. Observe that after depth-reduction (see Section 6) IIL* provides a direct proof-theoretic explanation for the membership in PSPACE of the decision problem for propositional intuitionistic logic. Cut-free proofs in IIL* have a height that is linear in the number of connectives in the conclusion sequent. An alternating Turing machine can therefore generate and check the proof of a given sequent in a nondeterministic manner within polynomial time.
Figure 6.1: Proof of \( \Sigma \vdash r \) in \( \text{III} \) where \( \Sigma \) is \( l \supset r, (p \supset q) \supset l, (q \supset r) \supset q \).

One clear difficulty in translating that proof into \( \text{IMALL} \) is that the multiset \( \Sigma \) appears in every sequent in the proof. In \( \text{IMALL} \), a formula can appear as the principal formula of at most one inference along any branch of the proof. In the above proof, the copying of the principal formula of an inference into the premises seems essential. The formulas \( (p \supset q) \supset l \) and \( l \supset r \) appear twice as principal formulas, and in both cases, these duplicate occurrences are along the same branch of the proof. We can deal with the duplicate use of \( l \supset r \) by rearranging the above proof as in Figure 6.2.

The next step is to deal with the copying of the formula \( (p \supset q) \supset l \). For this purpose, we modify the \( L \supset \) rule of \( \text{III} \) to the following two rules:

\[
\frac{\vdash p \quad ? \vdash B \vdash C}{?, (p \supset B) \vdash C} \quad \frac{?, (B \supset C) \vdash (A \supset B) \quad ? \vdash C \vdash D}{?, ((A \supset B) \supset C) \vdash D}
\]

We also discard the cut and contraction rules and call the resulting system \( \text{III}^* \).
A *reduction* is the process of applying a rule to a sequent matching the conclusion of the rule in order to generate the corresponding premises. The *principal formula* of the rule is then said to be *reduced* by the reduction. The occurrence of an instance of a rule in a proof is said to be an *inference*. The proper subformulas of a principal formula of a rule that appear in the premises of the rule are called the *side formulas*. A proof is represented as a tree rooted at its conclusion sequent at the bottom and with the leaves at the top. Given this orientation, the notion of a rule occurring above or below another rule should be clear.

The main result of this paper is an efficient embedding of the implicational fragment of propositional intuitionistic logic (IL) in the intuitionistic fragment of multiplicative-additive linear logic (IMALL). We provide a transformation of an IL sequent $\sigma$ to an IMALL sequent $\rho$ so that IMALL proves $\rho$ exactly when IL proves $\sigma$. The sequents $\sigma$ and $\rho$ are then said to be *equi-provable*. The system IL is given by a fairly standard sequent formulation of the intuitionistic implicational logic shown in Figure 6.5 in Section 2. These rules are similar to those of Kleene's G3 [51]. The target system, IMALL, is shown in Figure 6.10 in Section 4. Note that the rules for negation, par, and the constant 0 are absent. Because the presentation is in terms of two sided sequents, cut-elimination for IMALL holds despite these omissions. Cut-elimination is of course a crucial tool in many of our proofs.

The main distinction between IL and IMALL is in their treatment of the structural rules. IL has an explicit rule of contraction and the rule of weakening is implicitly built into the I rule. Furthermore, the principal formula of an L $\supset$ rule is *copied* into the premise sequents of each IL rule. IMALL, on the other hand, has neither contraction nor weakening, and expressly forbids the copying of the principal formula of any rule into a premise. What IMALL does allow is the sharing of the non-principal formulas between the two premises of an additive inference rule. The cut rule and the contraction rule of IL can be shown to be eliminable. In order to further bridge the gap between these two systems, it is important to establish control over the use of structural rules in IL proofs so that any copying of the principal formulas into the premises is made inessential. Consider the IL proof of the sequent $\Sigma \vdash r$ in Figure 6.1, where $\Sigma$ denotes $l \supset r, (p \supset q) \supset l, (q \supset r) \supset q$. 

---
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Furthermore, our result addresses the issue of replacing copying and reuse by sharing as discussed below.

A first indication that copying and reuse of hypotheses in intuitionistic logic might be replaceable by sharing is the contraction-free formulation of intuitionistic logic, given by the system G3 in Section 80 of [51] (see also the formulation of a purely implicational fragment considered in Section E6, Chapter 5 of [23]). A similar formulation is given in Section 2 below. We concentrate on the purely implicational fragment, which suffices because of the reduction discussed in [86]. However, a central role in our approach is played by a further reformulation of intuitionistic logic suggested by the methods used in [90] and [79]. The corresponding calculus, presented in Section 3 below, is the actual source calculus for our translation of cut-free proofs into the “intuitionistic” version of multiplicative additive linear logic. Our translation is exponential in the implication depth, but polynomial on formulas of bounded implication depth. (In fact, it suffices to consider only implications of depth at most 2, see, e.g., [76]. This depth reduction dates back to [94].) A preliminary version of this work was reported in [62].

6.1 Overview

We only consider propositional systems of intuitionistic and linear logic. We use the following notations that are common to both the intuitionistic and linear formalisms:

\[ l_i, p_i, q_i, r_i \]
\[ A, B, C \]
\[ \Sigma, ? \]
\[ ? \vdash \Sigma \]

Propositional literals
Arbitrary formulas
Arbitrary multisets of formulas
Sequent with antecedent ?
and consequent \( \Sigma \)

We entirely omit the linear negation operation of \( \text{mall} \). Note that a sequent is represented in terms of two multisets, not sets, of formulas. For the intuitionistic sequent calculi, the consequent multiset is either a singleton or is empty. When we speak of a formula in a sequent, we are really referring to an occurrence of the formula.
corollary of the negative interpretation of classical logic in intuitionistic logic and the
undecidability of classical first-order logic, both of which may be found, e.g., in [51]).
Therefore it is impossible to have a desired embedding for first-order quantifiers.

Another, more subtle obstruction to obtaining a very “logical” embedding is the
discrepancy in complexity on the level of cut-elimination (proof normalization). Al-
ready for the purely implicational fragment of propositional intuitionistic logic, cut-
elimination is hyperexponential (the equivalent fact about normalization in the simple
typed lambda calculus is usually one of the first exercises in a graduate course in the
subject). In contrast, cut-elimination for \textsc{mall} is known to be much lower, at most
exponential. In fact, this is true not just in the propositional case, but also for
first-order and for second-order \textsc{mall}. The required bounds are given by the Small
Normalization Theorem in [30]. Hence a translation that preserves normalization of
proofs with cut would have to be hyperexponential. (However, it may be possible
to use an optimized presentation of intuitionistic logic such as [44] to give a triple
exponential translation that preserves normalization of optimized proofs with cut.)

These results do leave open the possibility of an efficient syntactic translation of
propositional intuitionistic logic into \textsc{mall} so that such a translation does preserve
cut-free proofs of a certain optimized form. In this chapter we construct such a
translation. Our translation is an instance of what Girard terms an “asymmetrical
interpretation,” that is, positive occurrences of formulas are translated differently
from negative occurrences [36]. It can therefore only be viewed as a translation on
cut-free proofs, unlike Girard’s symmetric translation of intuitionistic logic into linear
logic.

In precise technical terms, the target of our translation is an “intuitionistic” ver-
sion of \textsc{mall}, presented by two-sided sequents with at most one consequent formula.
Similar “intuitionistic” versions of various fragment of linear logic are considered in
relationship to computer science, e.g., in [35, 53, 9, 28, 37, 1, 58].

Apart from the foundational interest, we believe that the result of this chapter,
which is theoretical in nature, contributes to the understanding of the role of linear
logic as an expressive and natural framework for describing control structure of logic
programs. This logic programming perspective is based on [73]; related work is in
Chapter 6

Linearizing Intuitionistic Implication

In this chapter we revisit the encoding of intuitionistic implication into linear logic pioneered by Girard [30]. In his original translation, which partially motivated the development of linear logic, Girard used the following:

\[ A \Rightarrow B \quad \rightarrow \quad ! (A) \perp \circ B \]

This encoding is quite beautiful, showing that intuitionistic implication is not necessarily an atomic primitive operation. Girard’s embedding works at many levels of proof theory: formulas, proofs, and cut-elimination steps. Furthermore, this embedding extends naturally to first-order and second-order logic [30].

However, the complexity results of Chapter 5 raise the possibility of an improved translation. Statman [86] has shown that propositional intuitionistic logic, as well as its purely implicational fragment, is PSPACE-complete. Hence a natural question arises whether (beyond an immediate Turing reduction) there exists a “logical” embedding of intuitionistic logic into linear logic that does not rely on the modalities.

Let us be realistic. One cannot hope to have such an embedding which would be too “logical”, because on the one hand, first-order multiplicative additive linear logic is decidable (basically because of a linear bound on the depth of cut-free proofs). On the other hand, first-order intuitionistic logic is undecidable (this is an immediate
the \textsc{np}-completeness of multiplicative linear logic, but sharpens the result to fragments without propositions. The hardness proof relies on subtle aspects of 3-Partition, an \textsc{np}-complete problem. The other main result presented earlier in this chapter is that \textsc{mall} is \textsc{pspace} complete, a point which is exploited in the following chapter.
Another type of simplification can be achieved with other encodings of a 3-Partition problem. Consider the earlier encoding of 3-Partition in full multiplicative linear logic:

\[(k \perp s(A_1)) \otimes \cdots \otimes (k \perp s(A_3)) \otimes (c \perp (c \perp j)^M) \perp (k^3 \perp j)^M\]

Constant-only encodings can be generated by replacing \(c\) by bottom, and \(k\) by \(k^{(C)}\) for some integer \(C\). A value of \(C\) that is particularly interesting is \(C = \sum_{a \in A} s(a)\). Although they are still polynomial, such encodings tend to be larger than the one advocated above, and result in somewhat less complicated proofs of soundness. The case of \(C = 1\) is an incorrect encoding, and one may consider the “bottom only” encoding proved sound and complete above to be generated from the case \(C = 0\).

### 5.2.4 Constant-Only Multiplicative Linear Logic is NP-Complete

From the preceding, we immediately achieve our stated result.

**Theorem 5.2.53 (COMLL NP-COMPLETE)** The decision problem for constant-only multiplicative linear logic is np-complete.

Also, with an easy conservativity result, we find that this NP-Hardness proof suffices for multiplicative linear logic as well.

**Theorem 5.2.54 (Conservativity)** Multiplicative linear logic is conservative over constant-only multiplicative linear logic.

**Proof.** By induction on cut-free MLL proofs.

### 5.3 Summary of Chapter

In this chapter we have considered decision problems for several fragments of linear logic. Perhaps the highlight of this chapter is the NP-completeness of the constant-only fragment of multiplicative linear logic. This result follows Kanovich’s results [49] on
problem instances satisfying $B/4 < s(a) < B/2$. For $B = 5$, all elements must be equal to 2, and thus there are no possible solutions. For $B = 8$, all elements must be equal to 3, and thus there are also no possible solutions in this case. For $B = 3$, all allowable problem instances have all elements equal to 1, and thus this case is solvable in polynomial (constant) time (report “YES”). For $B = 6$, similarly, all elements have size 2, and the answer is trivially “YES”. For $B = 7$, all elements have size 2 or 3, and thus all partitions must be made up of two elements of size 2 and one element of size 3. The obvious counting algorithm thus solves this case in polynomial time. Thus for all cases where $B$ is less than or equal to 8 the 3-Partition problem is solvable in polynomial time, and thus 3-Partition remains $\text{NP}$-complete with the further constraint that $B > 8$.

One may also consider the following looser specification of 3-Partition, which we will call 3-Partition$'$. 

Instance: Set $A'$ of $3m$ elements, a bound $B' \in \mathbb{Z}^+$, and a size $s(a') \in \mathbb{Z}^+$ for each $a' \in A'$

Question: Can $A'$ be partitioned into $m$ disjoint sets $A'_1, A'_2, \ldots, A'_m$ such that, for $1 \leq i \leq m$, 

$$\sum_{a' \in A'_i} s(a') = B'$$

such that each set contains exactly 3 elements from $A'$

3-Partition$'$ does not have a priori restrictions on the sizes of elements, but instead has an explicit specification that only partitions of three elements are allowed. One can immediately restrict $s(a')$ for all $a' \in A'$ to be $\leq B'$, for otherwise there is no solution, since all sizes are nonnegative.

From an instance of 3-Partition$'$, one may generate an instance of 3-Partition by adding $B' + 1$ to the size of each element of $A'$. The instance of 3-Partition then is asked with $B = 4B' + 3$, and the size of each element satisfies the condition $B/4 \leq s(a) \leq B/2$, since $B = 4B' + 3$, $s(a') < B'$, and $s(a) = s(a') + B' + 1$. By adding more than $B' + 1$ to the size each element, one can create instances of 3-Partition where elements are as close to $B/3$ as desired. Thus one could avoid the complications involved in “reshuffling” the groups of four and two elements above by restricting the 3-Partition problem accordingly.
In the case that \( n = 3 \), we have \( \sum_{1 \leq i \leq 3} S_i = B \), and thus this sequent identifies a partition of the original problem meeting the requirement that the sum equal \( B \).

Note that since there are exactly \( 3M \) elements, and \( \sum_{a \in A} S_a = mB \), there are exactly the same number of groups with four elements as there are groups with two elements. Also note that if \( n = 2 \), we have by the above constraint that \( S_1 + S_2 = B \perp 1 \), and if \( n = 4 \), then \( S_1 + S_2 + S_3 + S_4 = B + 1 \).

Further, we may analyze by cases to show that if there are any groups of four, then \( B = 4C + 3 \) for some integer \( C \). If there are any groups of four, and \( B = 4C \) for some \( C \), then the smallest allowable element is \( C + 1 \), since the size of each element must strictly dominate \( B/4 \). However, taking four elements of size \( C + 1 \), the constraint \( S_1 + S_2 + S_3 + S_4 = B + 1 \) is violated. Similarly for \( B = 4C + 1 \) and \( B = 4C + 2 \). Thus if there is a group of four elements, then \( B = 4C + 3 \) for some \( C \), and by simple algebra, the elements of any group of four elements all have size \( C + 1 \), and the elements of any group of two elements both have size \( 2C + 1 \). Noting that there are exactly as many groups of two as groups of four, we may rearrange the elements into groups of three by taking two elements from the group of four and one element from the group of two. Both resulting groups of three have total size \( 4C + 3 \), which happily is equal to \( B \).

Thus, given any proof of \( \theta(\langle A, M, B, S \rangle) \), we first see that one may identify \( M \) branches, each of which is of the form \( \vdash (1^{(S_1)} \otimes \perp), (1^{(S_2)} \otimes \perp), \ldots, (1^{(S_n)} \otimes \perp), (\perp^B \Rightarrow 1^{(3)}) \). From these \( M \) branches, we may identify \( M \) partitions of three elements of the associate 3-Partition problem, some partitions directly from branches of the proof, and some partitions from a simple “reshuffling” of groups of four and two elements. In other words, from any proof of the given sequent, one may construct a solution to the 3-partition problem.

\[ \Box \]

**Additional Constraints On 3-Partition**

There are simplifying assumptions one can make about a 3-Partition problem which will alleviate the above minor difficulties mentioned above.

One may consider only those instances of 3-Partition where \( B > 8 \). One may show this by cases. If \( B = 0 \), or \( B = 1 \), \( B = 2 \), or \( B = 4 \) there are no possible
\( \Sigma \cup \Delta \cup (1^{(S_i)} \otimes \bot) \) being equal to the conclusion:

\[
\vdash \Sigma, \bot \quad \vdash \Delta, 1^{(S_i)} \\
\vdash (1^{(S_1)} \otimes \bot), (1^{(S_2)} \otimes \bot), \ldots, (1^{(S_M)} \otimes \bot), (\bot^B \land 1^{(3)})^R
\]

But \( 1^{(S_i)} \) which occurs in one hypothesis has measure \( > 2 \). Therefore, the formula with negative measure, \( (\bot^B \land 1^{(3)})^M \), must occur in \( \Delta \). Now consider the other hypothesis, which must contain \( \bot \), and other formulas \( \Sigma \) from the conclusion sequent. If any formulas of the form \( (1^{(S_j)} \otimes \bot) \) are included in \( \Sigma \), the measure of that hypothesis is greater than 1. If no such formulas are included, then the sequent has measure 0. In either case, by Girard’s condition that sequent is not provable. Thus the assumption that one of the \( (1^{(S_j)} \otimes \bot) \) formulas is principal must be in error, and \( (\bot^B \land 1^{(3)})^M \) must be principal.

Thus if \( M > 1 \), the only possible next proof step is \( \otimes \), with principal formula \( (\bot^B \land 1^{(3)})^M \). We may then focus on the case when \( M = 1 \). We claim that each remaining branch in such a proof corresponds (more or less) to one solution partition of the original partition problem. That is, we claim that when \( M = 1 \), we must be left with a sequent of the form:

\[
\vdash (1^{(S_1)} \otimes \bot), (1^{(S_2)} \otimes \bot), \ldots, (1^{(S_n)} \otimes \bot), (\bot^B \land 1^{(3)})
\]

There are exactly \( n + B \bot 1 \) occurrences of \( \otimes \) in this sequent, and \( \sum_{1 \leq i \leq n} S_i + 3 \) ones in this sequent. By Girard’s condition, \( (\sum_{1 \leq i \leq n} S_i + 3) \bot (n + B \bot 1) = 1 \), or equivalently \( \sum_{1 \leq i \leq n} S_i = n + B \bot 3 \).

If \( n = 0 \), we have \( 0 = B \bot 3 \), which is false by our assumption that \( B > 8 \). If \( n = 1 \), we have \( S1 = B \bot 2 \), but the sizes are bounded by \( B/2 \), and with the assumption that \( B > 8 \), there is a contradiction. Also, considering cases of \( n > 4 \), we have \( \sum_{1 \leq i \leq n} S_i = n + B \bot 3 \), and the assumptions that \( B > 8 \) and \( S_i > B/4 \), thus we have \( n(B/4) > n + B \bot 3 \), which implies that \( \text{frac} \bot 3(n/4) \bot 1 > B \) and from this and \( B > 8 \), we have \( n < 5 \). This leaves the \( n = 2, n = 3, \) and \( n = 4 \) cases.

Thus we have a proof with \( M \) branches, each of which represents either two, three, or four elements.
Completeness

Lemma 5.2.52 (Completeness) For $A$, $M$, $B$, and $S$ satisfying the constraints of 3-Partition, if there is a proof of the $\mathsf{comll}$ formula $\theta((A, M, B, S))$, then the 3-Partition problem $(A, M, B, S)$ is solvable.

Proof.

To simplify this direction of the proof, we use the extra assumption that the “bin size” $B$ is greater than $8$. For a justification of this assumption, see Section 5.2.2.3. The following makes heavy use of Girard’s condition on $\mathsf{comll}$.

Assuming we have a proof of

\[ \vdash (1^{(S_1)} \otimes \bot) \forall (1^{(S_2)} \otimes \bot) \forall \ldots \forall (1^{(S_M)} \otimes \bot) \forall (\bot^B \forall 1^{(3)})^M \]

we show that the corresponding 3-Partition problem is solvable.

If there is a proof of this sequent, then there is a cut-free proof, by the cut elimination theorem (Theorem 2.3.4). By repeated applications of Property 2.6.7, if there is a proof of this sequent, then there is a proof of $\vdash (1^{(S_1)} \otimes \bot), (1^{(S_2)} \otimes \bot), \ldots, (1^{(S_M)} \otimes \bot), (\bot^B \forall 1^{(3)})^M$.

We then perform complete induction on $M$.

If $M > 1$, the proof of this sequent must end in $\otimes$, since all formulas have main connective $\otimes$. We next show that the principal formula of that rule application must be $(\bot^B \forall 1^{(3)})^M$.

First, we note that each formula $(1^{(S_j)} \otimes \bot)$ has measure $S_j \bot 1$. Since we are assuming $B > 8$, the initial conditions of the 3-Partition problem ensure that for all $j$, $S_j > 2$, and therefore $S_j \bot 1 > 1$. There is only one formula, $(\bot^B \forall 1^{(3)})^M$, with negative measure.

If we assume that one of the $(1^{(S_j)} \otimes \bot)$ formulas is principal in an application of $\otimes$, by Girard’s condition, each hypothesis sequent must have measure one. In this case we have the following supposed proof for some $\Sigma$ and $\Delta$ with the multiset union
We will use the last form of this formula, since it contains no implicit negations (linear implication). One may see this formula satisfies Girard’s measure condition if there are $3 \cdot M$ elements, and the sum of the sizes equals $M \cdot B$, side conditions on the statement of 3-Partition (Garey+Johnson).

The claim is that these formulas are provable in the multiplicative fragment of linear logic if and only if the 3-Partition problem is solvable.

**Soundness**

**Lemma 5.2.51 (Soundness)** If a 3-Partition problem $\langle A, M, B, S \rangle$ is solvable, then we are able to find a proof of the coMLL formula $\theta(\langle A, M, B, S \rangle)$.

**Proof.**

The proof is straightforward. For each group of three elements in the assumed solution to the 3-Partition problem, one forms the following subproof, assuming the elements of the group are numbered $x$, $y$, and $z$.

\[
\vdash 1^{(S_x)}, 1^{(S_y)}, 1^{(S_z)}, \bot^B \\
\vdash 1, \bot^\perp \quad \vdash 1, \bot^\perp \\
\vdash 1^{(S_x) \otimes \bot}, 1^{(S_y)}, 1^{(S_z)}, 1, 1, \bot^B \quad \vdash 1, \bot^\perp \\
\vdash 1^{(S_x) \otimes \bot}, (1^{(S_y) \otimes \bot}), (1^{(S_z) \otimes \bot}), 1, 1, \bot^B \quad \vdash 1, \bot^\perp \\
\vdash (1^{(S_x) \otimes \bot}), (1^{(S_y) \otimes \bot}), (1^{(S_z) \otimes \bot}), (1^{(S_x) \otimes \bot}), (1^{(S_y) \otimes \bot}), (1^{(S_z) \otimes \bot}), 1, (1^{(S_x) \otimes \bot})^N, 1^{(S_y) \otimes \bot}, 1^{(S_z) \otimes \bot}, (1^{(S_x) \otimes \bot})^M
\]

The elided proof of $\vdash 1^{(S_x)}, 1^{(S_y)}, 1^{(S_z)}, \bot^B$ is guaranteed to exist by the conditions on the solution to 3-Partition. That is, since $x$, $y$, and $z$ are from the same partition, the sum of $S_x$, $S_y$, and $S_z$ must be equal to $B$.

Given the $M$ proofs constructed as above from each of the $M$ groups of elements, one combines them with $\otimes$ into a proof of

\[
\vdash (1^{(S_1) \otimes \bot}), \cdots, (1^{(S_M) \otimes \bot}), (1^3 \otimes \bot)^M
\]

The proof can then be completed with $3M$ applications of $\otimes$. ■
however, since the complexity of most larger linear logics have already been completely characterized [60].

**Encoding**

We recall the definition of 3-Partition:

(as stated in Garey+Johnson page 224)

Instance:  Set $A$ of $3m$ elements, a bound $B \in \mathbb{Z}^+$, and a size $s(a) \in \mathbb{Z}^+$ for each $a \in A$ such that $B/4 < s(a) < B/2$ and such that $\sum_{a \in A} s(a) = mB$

Question:  Can $A$ be partitioned into $m$ disjoint sets $A_1, A_2, \cdots, A_m$ such that, for $1 \leq i \leq m$, $\sum_{a \in A_i} s(a) = B$ (note that each $A_i$ must therefore contain exactly 3 elements from $A$)?

Reference:  [Garey+Johnson, 1975].

Comment:  NP-complete in the strong sense.

We will write $S1$ for $S(a_1)$ to improve readability of the following discussion.

Given an instance of 3-Partition equipped with a set $A = \{a_1, \cdots, a_{3M}\}$, an integer $B$, and a unary function $S$, presented as a tuple $(A, M, B, S)$, we define the encoding function $\theta$ as $\theta((A, M, B, S)) =$

$$[(\bot \bot \bot \bot_{S1}) \otimes \cdots \otimes (\bot \bot \bot \bot_{S3M})] \bot \otimes (\bot^3 \bot \bot \bot_B)^M$$

Notation:  $x^Y = \underbrace{x \otimes x \otimes \cdots \otimes x \otimes x}_{Y \text{ copies}}$, $x^{(Y)} = \underbrace{\gamma \gamma \gamma x \gamma \gamma \cdots \gamma \gamma x \gamma \gamma x}_{Y \text{ copies}}$

Using the contrapositive $(A \bot \bot B \equiv B \bot \bot \bot A \bot)$, we can develop a “1 only” encoding:

$$[(1^{(S1)} \bot \bot 1) \otimes (1^{(S2)} \bot \bot 1) \otimes \cdots \otimes (1^{(S3M)} \bot \bot 1)] \bot \otimes (1^B \bot \bot 1^{[3]})^M$$

Eliminating the linear implication in favor of $\gamma \gamma$ these formulas become:

$$(1^{(S1)} \otimes \bot) \gamma \gamma (1^{(S2)} \otimes \bot) \gamma \gamma \cdots \gamma \gamma (1^{(S3M)} \otimes \bot) \gamma \gamma (\bot_B \gamma \gamma 1^{[3]})^M$$
5.2.3 Constant-Only Case

Some time ago, Girard developed a necessary condition for the provability of constant multiplicative linear expressions:

\[
\begin{align*}
M(1) & = 1 \\
M(\bot) & = 0 \\
M(A \otimes B) & = M(A) + M(B) \\
M(A \& B) & = M(A) + M(B) \perp 1
\end{align*}
\]

If a formula \(A\) is provable in multiplicative linear logic and contains no propositions, then \(M(A) = 1\). In other words, the number of tensors is one less than the number of ones in any provable constant only MLL (comll) formula. Avron (and others) have studied generalizations of this “semantic” measure to include propositions (where a proposition \(p\) is given value 1, and \(p^\perp\) is given value 0) yielding a necessary condition for MLL provability. One may go even further, achieving a necessary condition for MALL provability, using \(\min\) for \& and \(\max\) for \(\oplus\), and \(\text{plus and minus infinity for the additive constants. For the latter case, the condition becomes if a formula } A \text{ is provable in MALL, then } M(A) \geq 1\). Also, one may generalize these conditions somewhat, replacing all instances of 1 with any arbitrary constant \(c\), and allowing propositions to have different (although fixed) values, where \(p\) has value \(v_p\), and \(p^\perp\) has value \(c \perp v_p\) [11].

Although the above condition is necessary, there has been a question as to whether some form of simple “truth table” or numerical evaluation function like the above could yield a necessary and sufficient condition for provability of constant multiplicative (comll) expressions. The main result of this paper shows that even this multiplicative constant evaluation or circuit evaluation problem is NP-complete.

We will encode an NP-complete problem, 3-Partition, in MLL, and show that our encoding is sound and complete. The main idea is that the small-proof property of MLL allows us to encode “resource distribution” problems naturally. Since linear logic treats propositions as resources natively, it has been called “resource-consciousness” [13]. Note that since full linear logic is conservative over MLL, our encoding remains sound and complete even in larger fragments. This does not lead to new results,
balancing argument on $c$’s, the sum $Sx + Sy + Sz = B$, as required by 3-Partition. Thus we have shown that each branch of the proof where $M = 1$ corresponds exactly to one partition containing three elements whose sum of weights is $B$.

Thus by complete induction on $M$, one can show that from any proof of the given sequent, one can construct a solution to the 3-Partition problem.

**Soundness**

If the given 3-Partition problem $\langle A, M, B, S \rangle$ is solvable, then we are able to find a proof of the MLL formula $[\langle A, M, B, S \rangle]$.

The proof is straightforward. For each group of three elements in the assumed solution to the 3-Partition problem, one forms the following subproof, assuming the elements of the group are numbered $x$, $y$, and $z$.

\[
\begin{array}{c}
\vdots \\
\frac{c^{Sx}, c^{Sy}, c^{Sz} \vdash c^B}{k + k'} \L L \\
\frac{(k \perp L c^{Sx}), c^{Sy}, c^{Sz}, k + c^B}{k + k'} \L L \\
\frac{(k \perp L c^{Sx}), (k \perp L c^{Sy}), (k \perp L c^{Sz}), k, k + c^B}{k + k'} \L L \\
\frac{(k \perp L c^{Sx}), (k \perp L c^{Sy}), (k \perp L c^{Sz}), k^2, k + c^B}{k + k'} \L L \\
\frac{(k \perp L c^{Sx}), (k \perp L c^{Sy}), (k \perp L c^{Sz}), k^3 + c^B}{k + k'} \L L \\
\end{array}
\]

The elided proof of $c^{Sx}, c^{Sy}, c^{Sz} \vdash c^B$ is guaranteed to exist by the conditions on the solution to 3-Partition, and consists entirely of $\otimes R$ and $I$ rules.

Given the $M$ proofs constructed as above from each of the $M$ groups of elements, one combines them with $\otimes R$ into a proof of

\[
(k \perp L c^{S_1}), \cdots, (k \perp L c^{S_M}) \vdash (k^3 \perp L c^B)^M
\]

The proof can then be completed with $3M \perp 1$ applications of $\otimes L$, and ends with one application of $\perp R$. 


Informally, every $\otimes R$ proof step applied to a formula $(k^3 \perp c B)^M$ corresponds to dividing a group of elements.

Formally, we now consider in detail the part of the above proof:

$$
\vdots
(k \perp c^{s_1}), \ldots, (k \perp c^{s_M}) \vdash (k^3 \perp c B)^M
$$

We now perform complete induction on $M$.

We show that if $M \neq 1$, the only possible next proof step is $\otimes R$. If any other proof rule is applied to this sequent, one or both of the hypotheses will be unbalanced, and therefore unprovable. We show this by cases. The only formulas which may be principal in a rule other than $\otimes R$ are of the form $k \perp c^{s_i}$. If the $\perp L$ rule is applied, we have the following supposed proof for some $\Sigma$ and $\Delta$ with the multiset union $\Sigma \cup \Delta \cup (k \perp c^{s_i})$ being equal to the left hand side of the conclusion:

$$
\vdots
\Sigma \vdash k \quad \Delta, c^{s_i} \vdash (k^3 \perp c B)^M
$$

$$
(k \perp c^{s_1}), \ldots, (k \perp c^{s_M}) \vdash (k^3 \perp c B)^M \perp L L
$$

However, given that $\Sigma$ is made up of formulas from the conclusion, $\Sigma \vdash k$ cannot be balanced. The formula $k$ has positive polarity, and the only formulas which contain $k$ with negative polarity occur in $(k^3 \perp c B)^M$. Thus if $M \neq 1$, the only possible next proof step is $\otimes R$.

We may then focus on the case when $M = 1$. We claim that each remaining branch in such a proof corresponds exactly to one solution partition of the original partition problem. That is, we claim that when $M = 1$, we must be left with a sequent of the form:

$$(k \perp c^{s_x}), (k \perp c^{s_y}), (k \perp c^{s_z}) \vdash (k^3 \perp c B)$$

Where $Sx + Sy + Sz = B$. That is, exactly three formulas of the form $k \perp c^{s_x}$ in the antecedent, consequent $k^3 \perp c B$, and the sum of the weights is equal to $B$, as required by 3-Partition. To show this, note that we know the consequent is $k^3 \perp c B$. By counting $k$'s, there must be exactly three formulas of the form $k \perp c^{s_x}$. By another
We will write \( S1 \) for \( S(a_1) \) to improve readability of the following discussion.

**Encoding**

Given an instance of 3-Partition equipped with a set \( A = \{a_1, \ldots, a_{3M}\} \), an integer \( B \), and a unary function \( S \), presented as a tuple \( \langle A, M, B, S \rangle \), we define the encoding function \( \theta \) as

\[
\theta(\langle A, M, B, S \rangle) = (k \perp e^{S1}) \otimes \cdots \otimes (k \perp e^{S_{3M}}) \perp (k^3 \perp e^B)^M
\]

Reminder of notation: \( k, c \) propositions, \( x^Y = x \otimes x \otimes \cdots \otimes x \otimes x \)

The claim is that this formula is provable in the multiplicative fragment of linear logic if and only if the 3-Partition problem is solvable.

**Completeness**

This is the more difficult direction of the proof, and requires that we show that if there is a proof of the linear logic formula \( \theta(\langle A, M, B, S \rangle) \), then the 3-Partition problem \( \langle A, M, B, S \rangle \) has a solution. We make critical use of the proofs-are-balanced property of \( \text{MLL} \), and use two simple permutability properties of linear logic:

- \( \otimes \perp \) permutes down (except if principle)
- \( \perp \perp \) permutes down (except if principle)

If there is a proof of \( \Theta(\langle A, M, B, S \rangle) \), then there is a cut-free proof, by the cut-elimination theorem 2.3.4. Given a cut-free proof, we first permute all applications of \( \otimes \perp \) and \( \perp \perp \) down as far as they will go. We are then left with some proof of the form:

\[
\vdash (k \perp e^{S1}) \otimes \cdots \otimes (k \perp e^{S_{3M}}) \perp (k^3 \perp e^B)^M \text{L}
\]

\[
\vdash (k \perp e^{S1}) \otimes \cdots \otimes (k \perp e^{S_{3M}}) \perp (k^3 \perp e^B)^M \text{R}
\]
Proof. We proceed by induction on the depth of assumed proof. In the base case, all axioms are balanced, as are the axioms for the multiplicative constants. Inductively, by case analysis, we find that if all hypotheses of an IMLL or CMLL inference rule are balanced, then the conclusion must also be balanced.

Note that this property fails for other fragments of linear logic such as IMALL which include the additive connectives and constants: $\&$, $\oplus$, $\top$, and $\bot$, and also fails to hold in the presence of exponential connectives $!$ and $?$. Also note that this property follows immediately from Girard’s proof net conditions on MLL formulas. Axiom links in a proof net must connect each proposition with exactly one proposition of opposite polarity, and thus all provable conclusions must be balanced.

We will encode an NP-complete problem, 3-Partition, in MLL, and show that our encoding is sound and complete. The main idea is that the small-proof property of MLL allows us to encode “resource distribution” problems naturally. Since linear logic treats propositions as resources natively, it has been called “resource-consciousness” [13]. Note that since full linear logic is conservative over MLL, our encoding remains sound and complete even in larger fragments. This does not lead to new results, however, since the complexity of most larger linear logics have already been completely characterized [60].

3-Partition

We use the NP-completeness of 3-Partition:
(as stated in Garey+Johnson page 224)

| Instance: | Set $A$ of $3m$ elements, a bound $B \in \mathbb{Z}^+$, and a size $s(a) \in \mathbb{Z}^+$ for each $a \in A$ such that $B/4 < s(a) < B/2$ and such that $\sum_{a \in A} s(a) = mB$ |
| Question: | Can $A$ be partitioned into $m$ disjoint sets $A_1, A_2, \ldots, A_m$ such that, for $1 \leq i \leq m$, $\sum_{a \in A_i} s(a) = B$ (note that each $A_i$ must therefore contain exactly 3 elements from $A$)? |
| Reference: | [Garey+Johnson, 1975]. |
| Comment: | NP-complete in the strong sense. |
5.2.2 IMLL is NP-Hard

In this section we analyze the inherent difficulty of deciding IMLL sequents. We show that one can encode a 3-Partition problem in IMLL using unary notation. Since 3-Partition is NP-complete in the strong sense, we thus have the result that IMLL is NP-hard. We show that our encoding is correct by relying on a property of IMLL (which also holds of CMALL) which greatly restricts the space of possible IMLL proof trees. This “balanced” property is related to the tremendously useful “lock and key” mechanism used in [60, 62] for MALL and IMALL.

We begin with a few definitions. We recall the definition of polarity of a formula from Section 2.5

\[
\begin{align*}
[A \perp B]^+ &= [A]^\perp \perp [B]^+ \\
[A \otimes B]^+ &= [A]^\dagger \otimes [B]^+ \\
[\Sigma, A]^+ &= [\Sigma]^+, [A]^+ \\
[A^\perp]^+ &= ([A]^\perp)^\perp \\
[A \perp B]^\perp &= [A]^\dagger \perp \perp [B]^\perp \\
[A \otimes B]^\perp &= [A]^\dagger \otimes [B]^\perp \\
[\Sigma, A]^\perp &= [\Sigma]^\perp, [A]^\perp \\
[A^\dagger]^\perp &= ([A]^\perp)^\dagger 
\end{align*}
\]

The polarity of an instance of a formula \( A \) in a sequent \( \Sigma \vdash \Delta \) is given by the sign of the superscript on \( A \) in \([\Sigma]^\perp\) or \([\Delta]^+\). That is, if an instance of formula \( A \) ends up as \([A]^+\), then it is of positive polarity. If an instance of formula \( A \) ends up as \([A]^\perp\), then it is of negative polarity.

We define a sequent to be balanced if the number of occurrences of \( p_i \) with positive polarity and negative polarity are equal. Otherwise, we say a sequent is unbalanced. We show that all provable IMLL and CMALL sequents are balanced, and therefore all unbalanced sequents are not provable. This property was previously discussed in [47, 11], and many other places.

Proposition 5.2.50 (proofs are balanced) An IMLL or CMALL sequent is provable only if it is balanced.
5.2 Multiplicative Linear Logic is NP-Complete

In this section it is shown that the decision problem for propositional multiplicative linear logic is NP-complete. An argument for the NP-hardness of this fragment was first sketched by Max Kanovich in electronic mail [48]. Together with the earlier result [60] that the multiplicatives are in NP, Kanovich's result showed that this decision problem is NP-complete. Kanovich later updated his argument to show that the “Horn fragment” of the multiplicatives is also NP-complete [47, 49], using a novel computational interpretation of this fragment of linear logic. This section continues this trend by providing a proof that evaluating expressions in and, or, true, and false in multiplicative linear logic is NP-complete. That is, even without propositions, multiplicative linear logic is NP-complete.

This section begins with a proof that intuitionistic and classical Multiplicative Linear Logic are in NP. Then it is shown that imll is NP-hard. Then it is demonstrated that the multiplicative circuit evaluation problem is NP-complete.

5.2.1 IMLL and CMLL Are In NP

Informally, the argument showing membership in NP is simply that every connective in a multiplicative linear logic formula is analyzed exactly once in any cut-free proof. Thus an entire proof, if one exists, can be guessed and checked in nondeterministic polynomial time.

Theorem 5.2.49 (Small-Proofs) Every connective is analyzed exactly once in any cut-free CMLL or IMLL proof.

From Theorem 2.3.4 and Theorem 5.2.49, we know that given a CMLL or IMLL sequent of size $n$, if there is any proof of this sequent, then there is a proof with exactly $n$ total applications of inference rules. Since each application of an inference rule may be represented in space linear in $n$, we may simply guess and check an entire $n^2$ representation of a proof tree in nondeterministic polynomial time.
5.1.7 IMALL is PSPACE-Complete

With two-sided sequents, the intuitionistic fragment of MALL constrains the right-hand side of the sequent to contain at most one formula. A two-sided reformulation of the above proof could be carried out entirely within the intuitionistic fragment of MALL, showing that intuitionistic MALL is also PSPACE-complete.

Corollary 5.1.48 IMALL provability is PSPACE-complete.
Then by the induction hypothesis applied to the proof of the sequent
\[
\vdash \langle I \rangle, x_m, q_m \vdash [Q_m \vdash X_m \ldots Q_0 X_0 : M]_s, g
\]
we get \( I, \neg X_m \models [Q_m \vdash X_m \ldots Q_0 X_0 : M] \), and hence \( I \models \exists X_m Q_m \vdash X_m \ldots Q_0 X_0 \vdash M \).

The argument is similar when the right \( \oplus \) reduction is applied in the given cut-free proof.

The proof when \( Q_m \equiv \forall \) is also similar.

When \( m = n \) in Lemma 5.1.46, it follows that a closed QBF \( G \) is valid iff \( \sigma(G) \) is provable in \textsc{mall}. Since \( \sigma \) is a log-space encoding of a given QBF, the final result below follows immediately from Theorems 5.1.46 and 5.1.37.

**Theorem 5.1.47** \textsc{mall} provability is \textsc{pspace}-complete.
compound formulas in the conclusion sequent \( \vdash q_m, \langle I \rangle, \llbracket Q_m X_m \ldots Q_1 X_1 : M \rrbracket \), \( q_m \). From the mALL rules, it is clear that the only applicable reduction in a cut-free proof search would be an application of the \( \otimes \)-rule. Hence for some \( k \), we can partition the formulas other than \( q_k^1 \otimes A_k \) in the conclusion sequent into \( ? \) and \( \Delta \) to get a deduction of the conclusion sequent of the following form.

\[
\vdash \vdash, q_k^1 \vdash A_k, \Delta \\
\vdash \vdash, (q_k^1 \otimes A_k), \Delta
\]

Suppose for the sake of deriving a contradiction that \( k < m \). Recall that there are no constants in the encoding. The formula \( q_{k+1}^1 \otimes A_{k+1} \) must either occur in \( ? \) or \( \Delta \), and definitely not in both. Since the only occurrences of \( q_k \) are within \( A_{k+1} \), by Lemma 5.1.45, if \( q_{k+1}^1 \otimes A_{k+1} \) occurs in \( \Delta \), then we cannot complete the proof \( \vdash q_k, ? \).

Thus we assume \( q_{k+1}^1 \otimes A_{k+1} \) occurs in \( ? \). It is easy to see by inspection of the form of \( A_{k+1} \) that the only occurrences of \( q_k \) in \( A_{k+1} \) have the form \( q_k \circ B \) or the form \( B \circ q_k \), where \( \circ \) is either \( \oplus \), \& or \( \otimes \). Therefore, again by Lemma 5.1.45, \( \vdash q_k^1, ? \) is not provable.

Thus it follows that \( k \not< m \).

When \( k = m \), we can apply Lemma 5.1.45 to infer that \( \equiv q_m \), since otherwise, \( ? \) would not contain any occurrences of \( q_m \) as immediate arguments to \( \otimes \), \& or \( \oplus \). If \( Q_m \equiv \exists \), this yields the deduction

\[
\vdash q_m, q_m^1 \\
\vdash \langle I \rangle, ((x_m \not\exists q_{m \perp 1} \oplus (x_m \not\exists q_{m \perp 1})), \llbracket Q_m \perp 1 X_m \perp 1 \ldots Q_0 X_0 : M \rrbracket \), g
\]

For the same reason as before, the remaining subgoal cannot be reduced by applying the \( \otimes \)-rule to a formula \( q_i^1 \otimes A_i \) since all of the occurrences of \( q_i \) remain as immediate arguments to \( \not\exists \). The only possible reduction then is to “unwind” the quantifier encoding for \( Q_m X_m \) as in the \( (\Rightarrow) \) direction of the proof until \( q_m \perp 1 \) is introduced as a sequent formula. If the left \( \oplus \) reduction is applied in the given cut-free proof, we have
\[ \vdash \langle I \rangle, x_m^\perp, q_m \perp 1, \llbracket G \rrbracket_g, g \]
\[ \vdash q_m, q_m^\perp \rightarrow \vdash \langle I \rangle, ((x_m \rightarrow q_m \perp 1) \oplus (x_m \rightarrow q_m \perp 1)), \llbracket G \rrbracket_g, g \]
\[ \vdash \langle I \rangle, q_m, (q_m^\perp \otimes ((x_m \rightarrow q_m \perp 1) \oplus (x_m \rightarrow q_m \perp 1))), \llbracket G \rrbracket_g, g \]

Since \( \langle I, X_m \rangle = \langle I \rangle, x_m^\perp \), the induction hypothesis can be applied to show that the remaining subgoal of the above deduction is provable.

When \( I, \neg X_m \vdash G \), the proof construction only differs from the above one on the \( \oplus \) rule corresponding to the quantifier encoding.

If \( Q_m \equiv \forall \), then
\[ \llbracket \forall X_m : G \rrbracket_g = (q_m^\perp \otimes ((x_m \rightarrow q_m \perp 1) \& (x_m \rightarrow q_m \perp 1))), \llbracket G \rrbracket_g \]

Since \( I \vdash \forall X_m : G \), it follows that \( I, X \vdash G \) and \( I, \neg X \vdash G \). The following deduction can be constructed.

\[ \vdash \langle I \rangle, x_m, q_m \perp 1, \llbracket G \rrbracket_g, g \rightarrow \vdash \langle I \rangle, x_m^\perp, q_m \perp 1, \llbracket G \rrbracket_g, g \]
\[ \vdash q_m, q_m^\perp \rightarrow \vdash \langle I \rangle, ((x_m \rightarrow q_m \perp 1) \& (x_m \rightarrow q_m \perp 1)), \llbracket G \rrbracket_g, g \]
\[ \vdash \langle I \rangle, q_m, (q_m^\perp \otimes ((x_m \rightarrow q_m \perp 1) \& (x_m \rightarrow q_m \perp 1))), \llbracket G \rrbracket_g, g \]

Since \( \langle I, X_m \rangle \) is \( \langle I \rangle, x_m^\perp \) and \( \langle I, \neg X_m \rangle \) is \( \langle I \rangle, x_m \), the two remaining subgoals in the deduction are provable by the induction hypotheses.

**Induction step \( \Leftarrow \):** This is the critical step in the proof. We are given that \( m > 0 \) and that the conclusion sequent \( \vdash q_m, \langle I \rangle, \llbracket Q_m X_m \ldots Q_1 X_1 : M \rrbracket_g, g \) is provable. Theorem 5.1.36 can be applied to construct a cut-free proof of \( \vdash q_m, \langle I \rangle, \llbracket Q_m X_m \ldots Q_1 X_1 : M \rrbracket_g, g \). We show that this cut-free proof respects the quantifier ordering, i.e., the reduction of the encoding of \( Q_m X_m \) occurs below any other step in the proof.

It is easy to see that every formula in the multiset \( \llbracket Q_m X_m \ldots Q_1 X_1 : M \rrbracket_g \) is of the form \( q_i^\perp \otimes A_i \), for \( 0 \leq i \leq m \), with \( A_0 \equiv [M]_g \), and \( A_{j+1} \equiv ((x_{j+1} \rightarrow q_j) \circ (x_{j+1} \rightarrow q_j)) \). The connective written as \( \circ \) can be either \& or \( \oplus \). The formulas \( q_i^\perp \otimes A_i \) are the only
The following lemma demonstrates the correctness of the \texttt{mall} encoding of Boolean quantifiers. Each $Q_i$ in the statement below is either $\forall$ or $\exists$.

\begin{lemma}[Main Induction] \label{lem:main_induction}
Let $M$ be a Boolean formula in the variables $X_1, \ldots, X_n$, then for any $m$, $0 \leq m \leq n$, and assignment $I$ for $X_{m+1}, \ldots, X_n$, the relation $I \models Q_m X_m \ldots Q_1 X_1 : M$ holds iff the sequent $\vdash q_m, \langle I \rangle, [Q_m X_m \ldots Q_1 X_1 : M]_g, g$ is provable in \texttt{mall}.
\end{lemma}

\textbf{Proof.} The proof is by induction on $m$ between $0$ and $n$. Note that $I$ is universally quantified in the induction hypothesis.

\textbf{Base case $\Rightarrow$:} Here $m = 0$. Then $[M]_g \equiv q_0 \otimes [M]_g$, and we can easily construct the following deduction of the required conclusion $\vdash q_0, \langle I \rangle, [M]_g, g$.

\begin{center}
\begin{tabular}{c}
\vdash q_0, q_0 \otimes [M]_g, g \\
\vdash \langle I \rangle, q_0, q_0 \otimes [M]_g, g \\
\vdash \langle I \rangle, q_0, q_0 \otimes [M]_g, g
\end{tabular}
\end{center}

The proof of the remaining subgoal $\vdash \langle I \rangle, [G]_g, g$, follows from Lemma 5.1.40.

\textbf{Base case $\Leftarrow$:} The deduction shown above is the only possible one in a cut-free proof of $\vdash \langle I \rangle, q_0, q_0 \otimes [M]_g, g$ since $q_0 \otimes [G]$ is the only compound formula in the conclusion. So if $\vdash \langle I \rangle, q_0, q_0 \otimes [M]_g, g$ is provable, by Theorem 5.1.36, it must have a cut-free proof containing a proof of $\vdash \langle I \rangle, [M]_g, g$. By Lemma 5.1.43, we get $I \models M$.

\textbf{Induction step $\Rightarrow$:} Assume $0 < m \leq n$. Let $G$ abbreviate $Q_{m+1} X_{m+1} \ldots Q_1 X_1 : M$. We must prove the lemma for $Q_m X_m G$. If $Q_m \equiv \exists$, then

$$[Q_m X_m : G]_g = (q_m \otimes ((x_m \otimes q_{m+1}) \oplus (x_m \otimes q_{m+1}))) \cdot [G]_g$$

If $I \models \exists X_m : G$, then either $I, X_m \models G$ or $I, \neg X_m \models G$. In the former case, the following deduction of the required conclusion can be constructed.
quantifier encoding in any cut-free proof. To achieve this, we need to argue that the key $q_i$ needed to unlock the $i$th quantifier encoding is only made available when the $(i+1)$th quantifier encoding has been reduced. In order for the $i$th quantifier encoding, which has the form $q_i^\top \otimes U_i$, to be reduced before the $(i+1)$th quantifier encoding, a subgoal of the form $\vdash q_i^\top$, $?$ would have to be provable. The only occurrences of $q_i$ are in the subformula $U_{i+1}$ given by $(q_i \forall x_{i+1}) \circ (q_i \exists x_{i+1})$, where $\circ$ may be either $\oplus$ or $\&$. If $U_{i+1}$ occurs in $?$, then the only occurrences of $q_i$ in $?$ are as immediate arguments to a $\forall$. By exploiting the absence of an unrestricted weakening rule in $\mathsf{MALL}$, it can be shown that in the absence of constants, $\vdash q_i^\top$, $?$ is not provable when all of the occurrences of $q_i$ in $?$ appear as immediate arguments to $\forall$. Therefore, regardless of whether $U_{i+1}$ occurs in $?$, the sequent $\vdash q_i^\top$, $?$ would not be provable, thus making it impossible to reduce the $i$th quantifier encoding below the $(i+1)$th quantifier encoding in a cut-free proof.

**Lemma 5.1.45** If $q$ is a positive or negative literal and the sequent $\vdash q$, $?$ contains no constants, then $\vdash q$, $?$ is provable only if either $?$ $\equiv q^\top$ or $?$ contains at least one occurrence of a subformula either of the form $q_i^\top \circ A$, or the form $A \circ q_i^\top$, where $\circ$ may be either $\oplus$, $\&$, or $\otimes$.

**Proof.** We fix $\circ$ to be either $\oplus$, $\&$, or $\otimes$ for this proof. The proof is by induction on cut-free $\mathsf{MALL}$ proofs of $\vdash q$, $?$. In the base case, for a cut-free proof of depth $0$, the sequent $\vdash q$, $?$ must be a $\mathsf{MALL}$ axiom, and $?$ $\equiv q^\top$ holds.

In the induction step, when in the given cut-free proof of $\vdash q$, $?$, the conclusion sequent is derived by an application of either a $\otimes$, $\&$ or a $\oplus$ rule, then at least one premise must be of the form $\vdash q, \Delta$. We know by the induction hypothesis for the proof of $\vdash q, \Delta$, either $\Delta = q^\top$ or $\Delta$ either contains a subformula of the form $q_i^\top \circ A$, or the form $A \circ q_i^\top$. In either case, $?$ contains one of the forms, $q_i^\top \circ A$ or $A \circ q_i^\top$.

If in the cut-free proof of $\vdash q$, $?$, the conclusion sequent is derived by an application of the $\forall$ rule, the premise sequent must be of the form $\vdash q, \Delta$, where $\Delta$ is not a single formula. Then by the induction hypothesis on the proof of $\vdash q, \Delta$, the sequence $\Delta$ must contain one of the forms, $q_i^\top \circ A$ or $A \circ q_i^\top$. Since every subformula of $\Delta$ is a subformula of $?$ as well, $?$ must also contain one of the forms $q_i^\top \circ A$ or $A \circ q_i^\top$. ■
that $K$ agrees with $K_1$ on $[N]_a$ and with $K_2$ on $[P]_b$. Each disjunct in $\text{AND}(a, b, g)$ expanded as

$$(a \otimes b \otimes g^\perp) \oplus (a^\perp \otimes b^\perp \otimes g) \oplus (a \otimes b^\perp \otimes g) \oplus (a^\perp \otimes b \otimes g)$$

is falsified by $K$. As already observed, the $\text{COPY}$ formulas are all classically false, and thus $K$ falsifies $\langle I \rangle, [M]_g$. Since in this case, $I \neq N \land P$, the second part of the conclusion is also satisfied.

The remaining cases are similar.

**Lemma 5.1.43** If $I$ is an assignment for the variables in a given Boolean formula $M$, then

1. if $\vdash \langle I \rangle, [M]_g, g$ is provable, $I \models M$
2. if $\vdash \langle I \rangle, [M]_g, g^\perp$ is provable, $I \not\models M$.

**Proof.** By Lemma 5.1.41, we know that if $\vdash \langle I \rangle, [M]_g, g$ is provable, then no assignment can simultaneously falsify $\langle I \rangle, [M]_g$, and $g$ under the classical interpretation. By Lemma 5.1.42, we can find an assignment $K$ which falsifies $\langle I \rangle$ and $[M]_g$ such that $K(g) = T$ iff $I \models M$. Since $K$ cannot also falsify $g$, $K(g) = T$ and hence $I \models M$.

Similarly, when $\vdash \langle I \rangle, [M]_g, g^\perp$ is provable, we can, by Lemmas 5.1.42 and 5.1.41, find an assignment $K$ such that $K(g) = F$ and as a consequence, $I \not\models M$.

**Lemma 5.1.44** $\vdash \langle I \rangle, [M]_g, g$ is provable iff $I \models M$.

**Proof.** Follows immediately from Lemmas 5.1.40 and 5.1.43.

So far, we have demonstrated the correctness of the encoding of the Boolean matrix of a given quantified Boolean formula. The remainder of the proof deals with the encoding of Boolean quantifiers. The next lemma states the crucial reason why the $\text{MALI}$ encoding of quantifiers is faithful to the quantifier orderings. As observed in Subsection 5.1.4, the goal is to ensure that in any successful proof search, the $i$th quantifier encoding is reduced after, i.e., above, the reduction of the $(i+1)$st
**Proof.** The proof is by induction on the construction of \([M]_a\). Note that the induction is parametric in \(I\) and \(g\) (\(I\) and \(g\) are universally quantified in the induction hypothesis), so that when \(M \equiv (N \wedge P)\), the induction hypothesis on \(N\) has \(I/N\) replacing \(I\) and \(a\) replacing \(g\), where \(a\) labels the output of \(N\).

**Base case:** \(M \equiv X\). Then \([M]_g = (x^\perp \otimes g) \oplus (x \otimes g^\perp)\). If \(I \models X\), then \(I(X) = T\) and \(\langle I \rangle = x^\perp\), and \(\langle I \rangle\) is falsified if \(K\) assigns \(T\) to \(x\). \([M]_g\) is falsified if \(K\) assigns \(T\) to \(g\), and the second part of the conclusion, \(K(g) = T\) also follows. If \(I \nvdash X\), then \(I(X) = F\). Let \(K\) assign \(F\) to \(x\) and \(F\) to \(g\) to falsify both \(\langle I \rangle\) and \([M]_g\). Then \(K(g) = F\) as required.

**Induction step:** Observe first that the formula \(\text{COPY}(x)\) defined as \((x \otimes (x^\perp \otimes y^\perp)) \oplus (x^\perp \otimes (x \otimes y^\perp))\) is classically false.

When \(M \equiv \neg N\), the encoding \([M]_g\) is \(\neg (a, g), [N]_a\). By the induction hypothesis, we have an assignment \(K_1\) falsifying \(\langle I \rangle, [N]_a\) such that \(K_1(a) = T\) iff \(I \models N\). Suppose \(K_1(a) = T\), and hence \(I \nvdash N\). The formula \(\neg (a, g)\) is \((a \otimes g) \oplus (a^\perp \otimes g^\perp)\).

Let \(K\) be \(K_1\{g \leftarrow F\}\). Since \(g\) does not occur in \(\langle I \rangle\) or \([N]_a\), \(K\) agrees with \(K_1\) on \(\langle I \rangle, [N]_a\). The assignment \(K\) also falsifies \(\neg (a, g)\), thus falsifying \(\langle I \rangle, [M]_g\). Note that \(K(g) = F\) as required, since \(I \nvdash M\).

If \(K_1(a) = F\), then \(I \nvdash N\). Letting \(K\) be \(K_1\{g \leftarrow T\}\) falsifies \(\langle I \rangle, [M]_g\).

When \(M \equiv (N \wedge P)\), then by the induction hypotheses for \(N\) and \(P\), there exists

1. \(K_1\) falsifying \(\langle I/N \rangle, [N]_a\) such that \(K_1(a) = T\) iff \(I/N \models N\), and

2. \(K_2\) falsifying \(\langle I/P \rangle, [P]_b\) such that \(K_2(b) = T\) iff \(I/P \models P\).

The encoding \(\langle I \rangle\) is a sequence of literals such that no two distinct literals in \(\langle I \rangle\) share a common atom. Since \(\langle I/N \rangle\) and \(\langle I/P \rangle\) are subsets of \(\langle I \rangle\), there is no literal \(x\) such that \(x\) is in \(\langle I/N \rangle\) and \(x^\perp\) is in \(\langle I/P \rangle\). Formulas \([N]_a\) and \([P]_b\) have no atoms in common outside of those in \(\langle I \rangle\). Then the union of the assignments \(K_1 \cup K_2\), is still an assignment, i.e., it assigns a unique truth value to each atom in \(\langle I \rangle, [N]_a, [P]_b\).

Suppose that \(K_1(a) = T\), and hence \(I/N \models N\), and \(K_2(b) = F\), so that \(I/P \nvdash P\). Let \(K\) be \((K_1 \cup K_2)\{g \leftarrow F\}\). Note that \(g\) does not occur in \(\langle I \rangle\), \([N]_a\) or \([P]_b\) so
A \land B and A \lor B are read as classical disjunction. A sequent is interpreted as the classical disjunction of the formulas contained in it.

**Lemma 5.1.41** If \( \vdash ? \) is a provable \textit{mall} sequent, then for any assignment of truth values to the atoms in \(?\), there exists a formula \( A \) in the sequence \(?\) such that \( A \) is true under the classical interpretation.

**Proof.** The proof is by a straightforward induction on cut-free \textit{mall} proofs. Clearly, for axioms \( \vdash x, x^\perp \), one of \( x \) or \( x^\perp \) must evaluate to \( T \) in a given truth assignment. In the induction case, suppose that the last step in the proof of \(?\) is a \( \cdot \)-rule of the form

\[
\vdash B, ?_1 \quad \vdash C, ?_2 \\
\vdash (B \otimes C), ?_1, ?_2
\]

By the induction hypothesis, the sequence \( B, ?_1 \) contains a formula \( A_1 \), and the sequence \( C, ?_2 \) contains a formula \( A_2 \), and both \( A_1 \) and \( A_2 \) are true. If \( A_1 \) is different from \( B \), then \( A_1 \) occurs in the conclusion sequent yielding the required \( A \), and similarly, when \( A_2 \) is different from \( C \). Otherwise, the formula \( (B \otimes C) \) is \((A_1 \otimes A_2)\) and is hence true under the classical interpretation of \( \otimes \) as conjunction. The induction arguments corresponding to the other connectives are similar.

The main intuition behind Lemma 5.1.42 is that by appropriately assigning truth values to the literals in \( \langle I \rangle \) and \( [M]_g \), it is possible to mimic the evaluation of the Boolean formula \( M \) under \( I \). Due to our use of one-sided sequents and the form of our encoding, there is exactly one truth value falsifying each formula in \( \langle I \rangle \) and \( [M]_g \). This assignment turns out to be the appropriate one, i.e., the value of \( g \) under this assignment is \( T \) exactly when \( I \models M \). For example, if \( I \) is \( \{ X \leftarrow F \} \) and \( M \) is \( \neg X \), then \( \langle I \rangle \) is \( x^\perp \) and \( [M]_g \) is \( (x \otimes g) \oplus (x^\perp \otimes g^\perp) \). The only falsifying assignment here is \( \{ x \leftarrow \neg F, g \leftarrow T \} \).

**Lemma 5.1.42** Let \( M \) be a Boolean formula and \( I \) be an assignment for the variables in \( M \). There exists an assignment \( K \) of truth values to the atoms in \( \langle I \rangle \) and \( [M]_g \) such that for every formula \( A \) in the sequence \( \langle I \rangle, [M]_g \), assignment \( K \) falsifies \( A \) under the classical interpretation, and \( K(g) = T \) iff \( I \models M \).
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Base case: \( M \equiv X \). Suppose \( I(X) = T \), then \( I \models M \) and \( \langle I \rangle = x^\perp \). The following proof can then be constructed, expanding the definition of \([M]_b\)

\[
\begin{align*}
\vdash x^\perp, x & \quad \vdash g^\perp, g \\
\vdash x^\perp, (x \otimes g^\perp), g & \quad \vdash x^\perp, (x^\perp \otimes g) \oplus (x \otimes g^\perp), g
\end{align*}
\]

The case when \( I(X) = F \) is similarly straightforward.

Induction step: There are a number of cases here corresponding to the definition of \([M]_b\). We consider a typical case and leave the remaining ones to the reader.

Let \( M \equiv N \land P \), and suppose that \( \text{Var}(N) \cap \text{Var}(P) \neq \emptyset \). Consider the case when \( I/N \models N \) and \( I/P \not\models P \), so that \( I \not\models N \land P \). Expanding \([M]_b\), \( \land(\alpha, \beta, \gamma) \), and using Lemma 5.1.39, the following deduction can be constructed.

\[
\vdash \langle I/N \rangle, \langle I/P \rangle, [N]_\alpha, a \quad \vdash \langle I/P \rangle, [P]_\beta, b^\perp
\]

\[
\vdash g, g^\perp \quad \vdash \langle I/N \rangle, \langle I/P \rangle, (a \otimes b^\perp) \oplus [N]_\alpha, [P]_\beta, g^\perp
\]

\[
\vdash \langle I/N \rangle, \langle I/P \rangle, \land(\alpha, \beta, \gamma), [N]_\alpha, [P]_\beta, g^\perp
\]

\[
\vdash \langle I \rangle, \land(\alpha, \beta, \gamma), \text{ COPYALL}(\text{Var}(N) \cap \text{Var}(P)), [N]_\alpha, [P]_\beta, g^\perp
\]

Applying the induction hypothesis to \( I/N \), \( N \), and \( a \), and to \( I/P \), \( P \), and \( b \), we can establish that the remaining subgoals of the deduction are provable.

The remaining subcases in the evaluation of \( N \land P \) are similar, as are the remaining cases in the induction argument.

The next step is to establish the converse of Lemma 5.1.40. The classical interpretation of the \textit{maill} connectives may be used to give a relatively easy proof. In the classical interpretation, truth values, \( T \) and \( F \), are assigned to the \textit{maill} atoms, \( A^\perp \) is read as classical negation, \( A \otimes B \) and \( A \& B \) are read as classical conjunction, and
Each pass would use only log-space, and the remainder of the algorithm may be performed in log-space.

5.1.6 Proof of PSPACE-hardness of MALL

The main theorem is that for any closed QBF $G$, $G$ is valid if and only if $\sigma(G)$ is a provable MALL sequent. The first set of lemmas demonstrates that the encoding of Boolean formulas works correctly. The second set of lemmas demonstrates that the Boolean quantifiers have been correctly encoded.

If $I$ is a truth value assignment for the Boolean variables $X_1, \ldots, X_n$, then $I$ is encoded as $\langle I \rangle$, where

$$
\langle I \rangle = \langle X_1 \rangle_I, \ldots, \langle X_n \rangle_I
$$

$$
\langle X_i \rangle_I = \begin{cases} 
  x_i^\perp & \text{if } I(X_i) = T \\
  x_i & \text{otherwise}
\end{cases}
$$

If $I$ is an assignment for a set of variables $\overline{X}$, and $\overline{X} \subseteq \overline{Y}$, then $I/\overline{X}$ is the assignment $I$ restricted to the subset $\overline{X}$, and by abuse of notation $I/M$ is $I/\text{Var}(M)$. The following lemma is stated without proof.

Lemma 5.1.39 Given sets of variables $\overline{X}$ and $\overline{Y}$, and an assignment $I$ for $\overline{X} \cup \overline{Y}$, there is a deduction of the sequent $\vdash \langle I \rangle, \text{copyall}(\overline{X} \cap \overline{Y}), ?$ from the sequent $\vdash \langle I/\overline{X} \rangle, \langle I/\overline{Y} \rangle, ?$.

Lemma 5.1.40 Let $M$ be a Boolean formula and $I$ an assignment for the variables in $M$, then

1. if $I \models M$ then $\vdash \langle I \rangle, [M]_g, g$

2. if $I \not\models M$ then $\vdash \langle I \rangle, [M]_g, g^\perp$

Proof. By induction on the structure of $M$, as follows. The cases in the proof correspond closely to those in the definition of $[M]_g$. 


Definition 5.1.38

\[
\sigma(G) = \top g = q_n, [G]_g, g \quad q_n, g \text{ new}
\]

\[
\llbracket (\forall x : G) \rrbracket_g = (q_i \land (x \land q_i) \land (x \land q_i)) \llbracket G \rrbracket_g \quad q_i \text{ new}
\]

\[
\llbracket (\exists x : G) \rrbracket_g = (q_i \land ((x \land q_i) \lor (x \land q_i))) \llbracket G \rrbracket_g \quad q_i \text{ new}
\]

\[
\llbracket M \rrbracket_g = (q_i \land [M]_g) \quad q_i \text{ new}
\]

\[
[X]_g = (x \land g) \lor (x \land g)
\]

\[
[-N]_g = \neg (a \land [N]_a)
\]

\[
[N \land P]_g = \begin{cases} 
\text{AND}(a, b, g) \land \forall 
\mid \text{COPYALL}(\text{Var}(N) \cap \text{Var}(P)) \land [N]_a \land \forall 
\mid [P]_b
\end{cases}
\]

\[
[N \land P]_g = \text{AND}(a, b, g) \land [N]_a \land [P]_b \quad a, b \text{ new}
\]

\[
\text{COPYALL}(X) = \forall x_i \in X \text{COPY}(x_i)
\]

The lower (simpler) definition of \([N \land P]_g\) is only applicable in the case that \(\text{Var}(N) \cap \text{Var}(P) = \emptyset\). In the other case, where \(\text{Var}(N) \cap \text{Var}(P) \neq \emptyset\), the \text{COPYALL} definition must be used.

Note that the sequent \(\sigma(G)\) contains no \textit{mall} constants. The complexity of computing \(\sigma(G)\) is at most quadratic in the size of \(G\) since the encoding function is defined inductively over the structure of the formula, and the intersection operation can be performed in linear time with a bit-vector representation of sets, where the length of each bit-vector is the number of distinct Boolean variables occurring in \(G\). The cost of constructing the \text{COPY} formulas at each step in the recursion is also linear in the size of \(G\). The cost of each \text{NOT} and \text{AND} formula is fixed with respect to the representation of the literals, and the literals can be represented with a cost that is logarithmic in the size of \(G\).

The encoding may be computed in log-space, although the algorithm described above uses more than log-space, because of the work space required to save the set of variables that must be copied when encoding a conjunction. The encoding algorithm could be modified to make a number of passes over the input to determine the number of occurrences of each variable and generate the required number of \text{COPY} formulas.
matrix. $\text{Var}(M)$ is the set of variables occurring in the Boolean formula $M$. Overlined syntactic variables such as $\overline{X}$ and $\overline{Y}$ range over sets of Boolean variables.

The main sequent encoding a QBF $G$ is represented by $\sigma(G)$. We need to be careful about keeping literals distinct. The annotation “a new” in the definition indicates that the literal $a$ is a freshly chosen one that has not been used elsewhere in the encoding.

The sequent $\sigma(G)$ consists of the encoding of the QBF $[G]_g$, where $g$ labels the output signal, the key $q_n$, and the output value $g$. The definition of $[G]_g$ constructs the quantifier encodings by induction on the length of the quantifier prefix. The definition of $[M]_g$ is by induction on the structure of $M$, so that $[N \land P]_g$ is constructed by

- choosing the fresh labels $a$ and $b$ for the outputs of subformulas $N$ and $P$, respectively
- defining the relation between $a$, $b$, and $g$ by $\text{AND}(a, b, g)$
- if needed, providing a copying formula for each Boolean variable common to both $N$ and $P$
- and recursively constructing $[N]_a$ and $[P]_b$

To be precise, we provide the following definition of the encoding.
The idea here is that the quantifier encoding for $\exists X_1$ hides the “key” $q_1$ that is needed to unlock the quantifier encoding for $\forall X_2$. If we now attempt to violate the quantifier dependencies, the following would be one possible deduction.

\[
\begin{array}{c}
\vdash q_1^\bot, q_1, x_1 \\
\vdash q_1^\bot, q_1 \exists X_1 \\
\vdash q_2, q_2^\bot, ((q_1 \exists X_1) \oplus (q_1 \exists X_2)) \\
\vdash (q_0 \exists X_2) \& (q_0 \exists X_2^\bot), q_0^\bot \otimes [M]_g, g
\end{array}
\]

In the above deduction, we are left with a subgoal of the form $\vdash q_1^\bot, q_1, x_1$, and since $x_1$ is not a constant, we cannot reduce this sequent to a mALL axiom. (Recall that mALL lacks an unrestricted weakening rule.) Other deductions attempting to violate the quantifier ordering also fail. On the other hand, the deduction which does respect the order of the quantifier encodings can be performed as shown below. The quantifier encoding for $\exists X_1$ provides the key $q_1$ for unlocking the quantifier encoding of $\forall X_2$.

\[
\begin{array}{c}
\vdash q_1, x_1, q_1^\bot \otimes ((q_0 \exists X_2) \& (q_0 \exists X_2^\bot)), q_0^\bot \otimes [M]_g, g \\
\vdash q_1 \exists X_1, q_1^\bot \otimes ((q_0 \exists X_2) \& (q_0 \exists X_2^\bot)), q_0^\bot \otimes [M]_g, g
\end{array}
\]

The formal definition of the polynomial time encoding of QBF validity in terms of mALL provability is given in Section 5.1.5. In Section 5.1.6, we demonstrate the correctness of the encoding.

### 5.1.5 Formal Definition of the Encoding

For our purpose, a Boolean formula is constructed from Boolean variables using the Boolean connectives $\neg$ and $\land$. All quantified variables are assumed to occur in the
according to the assignment (T or F, respectively) to X which makes \( \exists X : M \) valid. Similarly, the rule for reducing \((x_2 \& x_2^\perp)\) in a proof behaves like universal quantification requiring proofs of both \( \vdash x_2^\perp, ? \) and \( \vdash x_2, ? \).

\[
\vdash x_2^\perp, ? \quad \vdash x_2, ? \\
\hline
\vdash (x_2 \& x_2^\perp), ?
\]

However, with this mapping of quantifiers, the \textsc{mal}l encoding of \( G \) and \( H \) would be identical and provable, but \( H \) is not a valid QBF.

A correct encoding of \( \exists X_1 \forall X_2 : M \) should ensure that if the encoding is provable in \textsc{mal}l, then there is a proof in which the choice of a truth value for \( X_1 \) is independent of whether \( X_2 \) is \( T \) or \( F \). The order of reductions below show how the choice of a truth value for \( \exists X_1 \) in a proof of the \textsc{mal}l encoding can depend on the quantifier \( \forall X_2 \).

\[
\vdash x_1, x_2, ? \quad \vdash x_1^\perp, x_2^\perp, ? \\
\hline
\vdash (x_1 \oplus x_1^\perp), x_2, ? \quad \vdash (x_1 \oplus x_1^\perp), x_2^\perp, ? \\
\hline
\vdash (x_1 \oplus x_1^\perp), (x_2 \& x_2^\perp), ?
\]

In this ordering of the reductions, \((x_1 \oplus x_1^\perp)\) is reduced differently on the \( x_2 \) and \( x_2^\perp \) branches of the proof leading to distinct witnesses for \( X_1 \) according to whether \( X_2 \) is \( T \) or \( F \). The solution to this quantifier order problem is to encode the quantifier dependencies in the \textsc{mal}l formula so that if there is any proof, then there is some proof of the encoding in which \((x_1 \oplus x_1^\perp)\) is reduced \textit{below} \((x_2 \& x_2^\perp)\), thus ensuring that the truth value of \( X_1 \) has been chosen independently of the truth value for \( X_2 \). For this purpose, we introduce new \textsc{mal}l atoms \( q_0, q_1, q_2 \), and encode \( \exists X_1 \forall X_2 : M \) as

\[
\vdash q_2, \\
q_2^\perp \otimes ((q_1 \exists x_1) \oplus (q_1 \exists x_1^\perp)), \\
q_1^\perp \otimes ((q_0 \exists x_2) \& (q_0 \exists x_2^\perp)), \\
q_0^\perp \otimes \lbrack M \rbrack_q, q
\]
be constructed.

\[
\vdash x_1^\bot, x_2^\bot, ?_1, c \quad \vdash x_1^\bot, x_2^\bot, ?_2, f \\
\vdash g, g^\bot
\]

\[
\vdash x_1^\bot, x_2^\bot, (x_2^\bot \otimes f), ?_1, ?_2
\]

\[
\vdash x_1^\bot, x_2^\bot
\]

\[
\vdash x_1^\bot, x_2^\bot, \text{AND}(c, f, g), x_2 \otimes (x_2^\bot \forall x_2^\bot), ?_1, ?_2, g
\]

In summary, we have informally described the encoding in \textsc{mall} of the evaluation of Boolean formulas under an assignment. The connectives \(\forall, \otimes,\) and \(\oplus\) were used to represent the truth tables of \(\neg\) and \(\land,\) and \textsc{mall} literals were used to represent the “signals” in the Boolean formula. The duplication of input signals forms a crucial part of the encoding since \textsc{mall} lacks a rule of contraction.

\section{5.1.4 Encoding Boolean Quantification}

Recall that \(G\) is the formula \(\forall X_2 \exists X_1 : M,\) and \(H\) is the formula \(\exists X_1 \forall X_2 : M,\) where \(M = \neg(\neg X_1 \land X_2) \land \neg(\neg X_2 \land X_1)\). Intuitively, it is useful to separate the encoding of the Boolean quantifier prefix as separately encoding the individual quantifiers and the dependencies between quantifiers. Given the above encoding for assignments and Boolean formulas, an almost correct way to encode Boolean quantifiers would be to encode \(\exists X_1\) as the formula \((x_1 \oplus x_1^\bot)\), and \(\forall X_2\) as \((x_2 \& x_2^\bot)\). The encoding of \(G\) would then be given by the sequent

\[
\vdash (x_2 \& x_2^\bot), (x_1 \oplus x_1^\bot), [M]_g, g.
\]

The formula \((x_1 \oplus x_1^\bot)\) behaves like existential quantification in proof search since a nondeterministic choice can be made between

\[
\vdash x_1^\bot, ? \quad \text{and} \quad \vdash x_1, ?
\]

\[
\vdash (x_1 \oplus x_1^\bot), ?^\oplus \quad \text{and} \quad \vdash (x_1 \oplus x_1^\bot), ?^\oplus
\]
The formula
\[ \text{AND}(c, f, g) \land \text{IMPLIES}(x_1, x_2, a, b, c) \land \text{IMPLIES}(x_2, x_1, d, e, f). \]

The validity of \( M \) under the assignment \( \{X_1 \leftarrow T, X_2 \leftarrow T\} \) would then be represented by

\[ \vdash x_1^\mathcal{L}, x_2^\mathcal{R}, \text{AND}(c, f, g) \land \text{IMPLIES}(x_1, x_2, a, b, c) \land \text{IMPLIES}(x_2, x_1, d, e, f), g. \quad (5.7) \]

The following deduction represents one attempt to prove sequent (5.7).

\[ \vdash x_1^\mathcal{L}, x_2^\mathcal{R}, \text{IMPLIES}(x_1, x_2, a, b, c), \text{IMPLIES}(x_2, x_1, d, e, f), f \]
\[ \vdash g^\mathcal{L}, g \]
\[ \vdash x_1^\mathcal{L}, x_2^\mathcal{R}, (c \otimes f), \text{IMPLIES}(x_1, x_2, a, b, c), \text{IMPLIES}(x_2, x_1, d, e, f), g \frac{\otimes}{\circ} \]
\[ \vdash x_1^\mathcal{L}, x_2^\mathcal{R}, \text{AND}(c, f, g), \text{IMPLIES}(x_1, x_2, a, b, c), \text{IMPLIES}(x_2, x_1, d, e, f), g \]
\[ \vdash x_1^\mathcal{L}, x_2^\mathcal{R}, \text{AND}(c, f, g) \land \text{IMPLIES}(x_1, x_2, a, b, c) \land \text{IMPLIES}(x_2, x_1, d, e, f), g \]

Since \textsc{mall} lacks a rule of contraction, each of the assignment literals, \( x_1^\mathcal{L} \) and \( x_2^\mathcal{R} \), can appear in only one premise of a \( \otimes \) rule. As a result, one of the remaining subgoals in the above deduction lacks the required input literals. We therefore need to be able to explicitly duplicate the assignment literals in the sequent (5.7) to match the number of duplicate occurrences of \( X_1 \) and \( X_2 \) in \( M \). The formula \textsc{copy}(\( x_1 \)) defined as

\[ (x_1 \otimes (x_1 \land x_1)) \oplus (x_1 \otimes (x_1 \land x_1)) \]

serves to duplicate an instance of \( x_1 \) or \( x_1^\mathcal{L} \). If \( M \) is now encoded as

\[ \text{AND}(c, f, g) \land \text{COPY}(x_1) \land \text{COPY}(x_2) \land ?_1 \land ?_2 \]

where \( ?_1 \) abbreviates \( \text{IMPLIES}(x_1, x_2, a, b, c) \), and \( ?_2 \) abbreviates \( \text{IMPLIES}(x_2, x_1, d, e, f) \), the desired deduction of (5.7) can then
Sequent (5.6) has the proof
\[
\vdash x^\perp, y^\perp, \text{AND}(x, y, b), b. \tag{5.6}
\]

As with sequent (5.4), the \textsc{mall} sequent representing the false assertion \(\neg X, Y \models (X \wedge Y)\) is given by
\[
\vdash x, y^\perp, \text{AND}(x, y, b), b
\]
and is not provable since it can be falsified by the classical interpretation assigning \(\text{F}\) to \(x\) and \(b\), and \(\text{T}\) to \(y\).

The next step is to construct the encoding of the Boolean formula \(M\) given at the beginning of this section, from the encodings of the Boolean connectives. The formula \(M\) is thought of as a Boolean circuit with the distinctly labeled signals. The encoding \([\neg(X_1 \wedge X_2)]_b\) is given by the formula \(\text{AND}(a, x_2, b) \supset \neg \text{NOT}(x_1, a)\). Let \(\text{IMPLIES}(x, y, u, v, w)\) represent the formula
\[
\neg \text{NOT}(v, w) \supset \neg \text{AND}(u, y, v) \supset \neg \text{NOT}(x, u),
\]
then \(\text{IMPLIES}(x_1, x_2, a, b, c)\) is the encoding \([\neg(\neg X_1 \wedge X_2)]_a\). The literals \(a, b\) and \(c\) are the distinct literals labeling the output signals of the Boolean gates.

We now consider the problem that the input signals in \(M\) have a fanout greater than one. An almost correct encoding in \textsc{mall} of the Boolean formula \(M\) is given by
For literals $x$ and $y$, the definition of $\text{NOT}(x, y)$ is just the representation of the truth table for negation within MALL, as shown below:

$$\text{NOT}(x, y) = (x \otimes y) \oplus (x^1 \otimes y^1).$$

(5.1)

$\text{NOT}(x_1, a)$ is simply the linear negation of the formula

$$(x_1 \lnot a^1) \& (x_1^1 \lnot a)$$

which is more perspicuous in describing $a$ as the Boolean negation of $x_1$. The sequent

$$\vdash x_1, \text{NOT}(x_1, a), a$$

(5.2)

encodes the situation where the input $X_1$ is $F$, and asserts (correctly) that the output $\neg X_1$ is $T$.

The sequent (5.2) is easily seen to have the MALL proof

$$\begin{array}{c}
\vdash x_1, x_1^1 \\
\vdash a^+, a \\
\vdash x_1, (x_1^1 \otimes a^+), a \\
\vdash x_1, (x_1 \otimes a) \oplus (x_1^1 \otimes a^+), a^1
\end{array}$$

Similarly, the sequent (5.3) representing $\{X_1 \leftarrow T\} \not= \neg X_1$ is also provable.

$$\vdash x_1^+, \text{NOT}(x_1, a), a^1.$$  

(5.3)

On the other hand, the sequent

$$\vdash x_1^+, \text{NOT}(x_1, a), a$$

(5.4)

asserts (falsely) that $\{X_1 \leftarrow T\} \vdash \neg X_1$. To see why sequent (5.4) is not provable, we observe that MALL is a refinement of classical logic in which no classically falsifiable sequents are provable. The sequent $\vdash x_1^+, \text{NOT}(x_1, a), a$ is falsified by assigning $T$ to $x_1$ and $F$ to $a$, while interpreting $\otimes$ and $\&$ as classical conjunction and $\oplus$ and $\oplus$ as classical disjunction. A sequent is interpreted classically as the disjunction of the sequence of formulas that it contains.

The encoding for conjunction, $[X \land Y]_b$ is given by $\text{AND}(x, y, b)$ as defined below.
$B_1, \ldots, B_n$ has the one-sided form $\vdash A_1^\perp, \ldots, A_m^\perp, B_1, \ldots, B_n$. Thus, a formula $A \multimap B$ on the left of a two-sided sequent becomes $A \otimes B^\perp$ in a one-sided sequent. Similarly, the provable two-sided sequent $A, A \multimap B \vdash B$ becomes $\vdash A^\perp, A \otimes B^\perp, B$. While one-sided sequents simplify the technical arguments considerably, the reader might gain further insight by rewriting parts of our encoding in a two-sided form.

### 5.1.3 Encoding Boolean Evaluation

The encoding of the Boolean connectives and quantifiers in \textsc{mall} is described here by means of an example. The full definition of the encoding appears in Section 5.1.5. The encoding from QBF validity to \textsc{mall} provability makes no use of the \textsc{mall} constants. Consider the valid QBF $G$ given by

$$\forall X_2 \exists X_1 : \neg (\neg X_1 \land X_2) \land \neg (\neg X_2 \land X_1).$$

The matrix $M$ of $G$ is essentially a restatement of $(X_1 \iff X_2)$. Let $H$ be the falsifiable formula $\exists X_1 \forall X_2 : M$ that is obtained from $G$ by reversing the order of the quantifiers. It is crucial that the encodings of $G$ and $H$ in \textsc{mall} respect the ordering of quantifiers so that the encoding of $G$ is provable but the encoding of $H$ is not.

The encoding of the Boolean matrix describes the formula as a circuit with signals labeled by \textsc{mall} literals. Let the assignment $I$ be encoded by a sequence of \textsc{mall} formulas $\langle I \rangle$, and $[M]_a$ be the \textsc{mall} formula encoding $M$ with output labeled by the literal $a$. Then $I \models M$ is encoded by the sequent

$$\vdash \langle I \rangle, [M]_a, a$$

whereas $I \not\models M$ is encoded by

$$\vdash \langle I \rangle, [M]_a, a^\perp.$$

Since we are using one-sided sequents, we encode the assignment $X_1, \neg X_2$ by $x_1^\perp, x_2$. The \textsc{mall} literals encoding the assignment are to be seen as the input signals to the encoding of the Boolean formula.

We first consider the Boolean connectives $\neg$ and $\land$, then construct the full encoding of $M$. The encoding $[\neg X_1]_a$ of $\neg X_1$ with output labeled $a$ is the formula $\text{NOT}(x_1, a)$. 
variables and negated Boolean variables. For example, the assignment \(X_1, \neg X_2, X_3\) maps \(X_1\) to \(T\), \(X_2\) to \(F\), and \(X_3\) to \(T\). The assignment \(I, X\) assigns \(T\) to \(X\), but behaves like \(I\), otherwise. If \(I\) is an assignment for the free variables in \(G\), we use the standard notation \(I \models G\) to indicate that \(G\) is valid under \(I\), and write \(I \not\models G\) if \(I\) falsifies \(G\). Note that

\[
I \models \forall X : G \text{ iff } I, X \models G \quad \text{ and } \quad I, \neg X \models G
\]

\[
I \models \exists X : G \text{ iff } I, X \models G \quad \text{ or } \quad I, \neg X \models G
\]

If \(G\) is a QBF and \(I\) is an assignment for the free variables in \(G\), we say \(G\) is valid under \(I\) exactly if \(I \models G\). If \(G\) is a closed QBF, then \(G\) is said to be valid if it is valid under the empty assignment. The validity of a closed QBF \(G\) is represented as \(\models G\). The QBF validity problem is: Given a closed QBF \(G\), is \(G\) valid?

We demonstrate the \(\text{PSPACE}\)-hardness of \(\text{MALL}\) provability by defining a succinct encoding of a QBF as a \(\text{MALL}\) sequent that is provable exactly when the given QBF is valid.

The transformation of the QBF validity problem to \(\text{MALL}\) provability takes place in two steps:

- Given a quantifier-free Boolean formula \(M\) and an assignment \(I\) for the free variables in \(M\), we show that there is a \(\text{MALL}\) sequent encoding \(M\) and \(I\) which is provable exactly when \(M\) is valid under \(I\). This essentially demonstrates that the process of evaluating Boolean functions can be represented by the process of cut-free proof search in the \(\text{MALL}\) sequent calculus.

- Given a QBF \(G\) and an assignment \(I\) for the free variables in \(G\), there exists a \(\text{MALL}\) sequent encoding the quantifier prefix and the Boolean matrix of \(G\) so that the \(\text{MALL}\) sequent is provable exactly when \(G\) is valid under \(I\). The idea here is to simulate the Boolean quantifiers \(\exists\) and \(\forall\) by using the additive connectives \(\oplus\) and \&.

Two-sided vs. one-sided sequents. We use a formulation of \(\text{MALL}\) with one-sided sequents to simplify the proofs. In linear logic, a two-sided sequent \(A_1, \ldots, A_m \vdash B_1, \ldots, B_n\)
MALL proof tree is at most linear in the length of the final sequent of the proof. An alternating Turing machine [19] may guess and check a cut-free proof in linear time, using OR-branching to nondeterministically guess a reduction in the cut-free proof, and AND-branching to generate and check the proofs of both premises of a two premise rule in parallel.

Membership in PSPACE can also be proved without reference to alternation. A nondeterministic Turing machine can be defined to generate and check a cut-free sequent proof in a depth-first manner. Given the linear bound on the depth of any cut-free proof with respect to the size of the conclusion sequent, the search stack need contain no more than a linear number of sequents. Since each sequent in a cut-free proof is no larger than the conclusion sequent, we get a quadratic bound on the stack size.

5.1.2 Informal Outline of PSPACE-hardness of MALL

Since there are a number of technical details to the proof of PSPACE-hardness, we will illustrate the key intuitions by means of an example; the details of the proof are given in Subsection 5.1.6.

The PSPACE-hardness of MALL provability is demonstrated by a transformation from the validity problem for quantified Boolean formulas (QBF). A quantified Boolean formula has the (prenex) form \( Q_m X_m \ldots Q_1 X_1 : M \), where

1. each \( Q_i \) is either \( \forall \) or \( \exists \),

2. \( M \) is a quantifier-free Boolean matrix containing only the connectives \( \neg \) and \( \land \), and Boolean variables.

A closed QBF contains no free variables. Our conventions in this section are that \( G \) and \( H \) range over quantified Boolean formulas; \( M \) and \( N \) range over quantifier-free Boolean formulas; \( U, V, X, Y, Z \) range over Boolean variables; and \( I \) ranges over truth value assignments. For expository convenience, we refer to quantifier-free Boolean formulas simply as Boolean formulas.

An assignment \( I \) for a set of Boolean variables \( \{X_1, \ldots, X_n\} \) maps each \( X_i \) to a truth value from \( \{T, F\} \). An assignment is represented by a sequence of Boolean
An important property of the sequent calculus formulation of MAL is cut-elimination. This property follows from Theorem 2.3.4, but since we are restricting our attention to the one sided case, we restate the theorem explicitly.

**Theorem 5.1.36** Any sequent provable in MAL is provable without the cut rule.

**Proof.** Since MAL is a fragment of linear logic, we may use the cut-elimination procedure from Theorem 2.3.4 to convert a MAL proof to a cut-free proof in linear logic. By the subformula property (Theorem 2.4.5), such a cut-free proof of a MAL sequent contains only MAL formulas. Since all the rules which apply to MAL formulas are already in MAL, any cut-free proof of a MAL sequent must already be a MAL proof.

Membership in PSSPACE is straightforward, given cut elimination, but we include a short sketch to illustrate the importance of Theorem 5.1.36. The proof of PSSPACE-hardness is more technical. Proof search in the cut-free sequent calculus is crucial to the proof. The primitive step in proof search is a reduction, namely the application of an inference rule to transform a sequent matching the conclusion of the rule to the collection of sequents given by the corresponding premises of the rule. A reduction is the inverse of an inference rule, and drives conclusions to premises. Proof search is the process of constructing a cut-free proof in a bottom-up manner by nondeterministically applying reductions starting from the conclusion sequent.

### 5.1.1 Membership in PSPACE

**Theorem 5.1.37** The provability in MAL of a given sequent can be decided by a polynomial-space bounded Turing machine.

**Proof.** By Theorem 5.1.36, a provable MAL sequent has a cut-free MAL proof. In a cut-free MAL proof, there are at most two premises to each rule, and each premise is strictly smaller than the consequent. Therefore, the depth of a cut-free
Chapter 5

Decidable Fragments of Linear Logic

This chapter briefly covers decidable fragments of linear logic for which complexity results are known. The main results are that without exponentials or non-logical theory axioms, linear logic is \textsc{pSpace}-complete, and the multiplicative fragment of linear logic is \textsc{NP}-complete.

5.1 \textsc{Mall} is \textsc{PSPACE}-complete

In this section, we analyze the complexity of the fragment of propositional linear logic without the modal storage operator \(!\) and its dual \(?\), but including all the remaining connectives and constants of linear logic. Earlier it was shown that with the addition of nonlogical theories to \textsc{Mall} the decision problem is recursively unsolvable. Here we study the complexity of the decision problem in the absence of theory axioms.

In this section we restrict our attention to the right hand side of the sequent arrow \(\vdash\). The results of this section immediately carry over to the two sided version of the calculus at the expense of greater case analysis at many steps in the following proofs. Technically, we must restate the \textbf{Cut} rule as follows, essentially incorporating the negation rule into the \textbf{Cut} rule.
replaced by \textbf{Cut}2. Somewhat more concretely, the following shows a deduction of a sequent which is not derivable in CL:

\[
\begin{array}{c}
\vdash p_1, p_1' \\
\vdash p_2, p_2' \\
\vdash p_1, (p_1' \otimes p_2'), p_2 \\
\vdash (p_1' \otimes p_2'), p_1, p_2
\end{array}
\]

Notice in the final conclusion that \( p_1 \) and \( p_2 \) have changed places, in a way impossible without the use of the \textbf{Cut}2 rule in CL. Thus using \textbf{Cut}2 we could prove any sequent which is provable in the commutative fragment of linear logic corresponding to CL. However, it would be impossible to prove some such sequents in CL without \textbf{Cut}2, and thus cut-elimination fails in this logic.

However, since there is a proof of a sequent in this logic if and only if there is a proof of that sequent in (commutative) linear logic, we may as well use linear logic, which does have a cut-elimination theorem.

\section*{4.7 Summary of Chapter}

In this chapter the undecidability of a small fragment of propositional noncommutative linear logic was demonstrated. This logic contains fewer connectives than those required for the proof of undecidability of (commutative) linear logic. The proof uses semi-Thue systems, although perhaps a more intuitive proof could use standard Turing machines, viewing the left of the turnstile as a direct representation of the Turing tape. The instructions must be reusable, and so are marked by \texttt{!}, and here we assume that all three structural rules (exchange, contraction, and weakening) are allowed for \texttt{!} formulas.

The interest in this logic stems from work by Lambek \cite{Lambek} predating the introduction of linear logic. Lambek’s work considered one of the possible variants of noncommutative linear logic (and did not contain exponentials, and so is decidable). The later sections of this chapter consider some other alternative formulations of noncommutative linear logic. Although these proof-theoretic investigations are suggestive, perhaps the best source of insight into the correct axiomatization would be semantic considerations and applications such as Lambek’s.
full linear logic suffices to eliminate cuts from CL with unrestricted exchange. Cut-elimination for CL with \( \otimes \) replaced by \( \otimes 3 \) is possible to prove directly, although the principal \( \otimes 3 \) versus \( \forall \) case is quite difficult. Cut-elimination in this case may be accomplished with the addition of an “intermingling cut” rule which along with the nonintermingling cut rule may be eliminated from any proof. The key reason this lemma holds is that \( \otimes \) and \( \forall \) are the only binary connectives of CL and allowing \((A \otimes B)\) to be equivalent to \((B \otimes A)\) in this context causes \((A \forall B)\) to be equivalent to \((B \forall A)\).

**Corollary 4.6.35** A sequent \( \vdash ? \) is provable in the system obtained by replacing \( \otimes \) by \( \otimes 3 \) in CL augmented with additives and constants if and only if that sequent is provable in the system obtained by adding the unrestricted exchange rule to CL augmented with additives and constants.

This corollary follows from the fact that the constants and additive connectives are inherently commutative, and may be proven by induction on the length of proofs.

### 4.6.2 Intermingling Cut

A problem similar to that which occurs with \( \otimes 3 \) arises if we allow the Cut rule to interleave its conclusion. Define Cut\(2\):

\[
\text{Cut}2 \quad \vdash \Sigma, A \quad \vdash ?, A^\perp \quad \vdash \Delta \quad \text{where } \Delta \text{ is some interleaving of } \Sigma \text{ and } ?
\]

As for the previous alteration, the system CL with Cut replaced by Cut\(2\) would be commutative. We can achieve the effect of the unrestricted exchange rule using the Cut\(2\) rule:

\[
\vdash \Sigma, ?, A \quad \vdash A, A^\perp \\
\vdash \Sigma, A, ? \quad \text{Cut}2
\]

Note that for any formula \( A \), there is always a proof of \( \vdash A, A^\perp \) in noncommutative (as well as commutative) linear logic. The above partial deduction shows that unrestricted exchange may be simulated in noncommutative linear logic with Cut.
4.5.5 Mix and Match

The above modifications of CL do not interfere with cut-elimination, nor with the basic undecidability result for CL. It is also the case that even in combination the above three modifications, (R versus embedding, ?E versus ?C2, and ⊗ versus ⊗2) do not interact. That is, any combination of these modifications retains the character of CL, including the properties of being undecidable, and having a cut-elimination theorem.

4.6 Degenerate Noncommutative Linear Logics

Some variations on the CL system are not as benign as the above. In fact, it is much easier to create nonsense than a coherent logic by altering proof rules haphazardly.

The main focus of this section is to consider plausible but degenerate variants of the rules based on interleaving the circular orders of hypotheses.

4.6.1 Intermingling ⊗

At first glance, it might seem interesting to study the systems obtained when binary rules in CL are replaced with rules which allow intermingling of the hypotheses in the conclusion. For example,

\[
\text{⊗3} \quad \frac{\Sigma, A \vdash B, ?}{\Delta, (A \otimes B)}
\]

where \(\Delta\) is some interleaving of \(\Sigma\) and ?

Somewhat surprisingly, the system obtained by replacing \(\otimes\) with \(\text{⊗3}\) in CL is equivalent to a commutative version of CL.

**Lemma 4.6.34** A sequent \(\vdash ?\) is provable in the system obtained by replacing \(\otimes\) by \(\text{⊗3}\) in CL if and only if that sequent is provable in the system obtained by adding the unrestricted exchange rule to CL.

This lemma follows by induction on the length of cut-free proofs. Formally, we need a cut-elimination procedure for both logics. The cut-elimination procedure for
Corollary 4.5.30 The provability problem for CL without the ?E rule, and with the ?C rule replaced by ?C2 rule is recursively unsolvable.

4.5.4 Alternate ⊗

There are two quite reasonable versions of the ⊗ rule in noncommutative linear logic, one as used above in CL, and the other using a different sequent order in the conclusion:

\[
\begin{align*}
\vdash \Sigma, A & \quad \vdash B, ? \\
\vdash \Sigma, (A \otimes B), ? & \\
\vdash \Sigma, A & \quad \vdash ?, B \\
\vdash \Sigma, ?, (A \otimes B) & \quad \otimes 2
\end{align*}
\]

The two formulations are equivalent in the presence of unrestricted exchange (commutative linear logic), but are subtly different in the context of noncommutative linear logic. In a noncommutative linear logic with ⊗ replaced by ⊗2, the definition of negation must change. In particular, the negation of the multiplicative connectives would be defined as follows:

\[
(\neg A \otimes B) \triangleq A \otimes B \\
(\neg A \otimes B) \triangleq A \otimes B
\]

We define the translation \(\sigma(?): \) of a sequent ? to be the sequent ? with all occurrences of formulas of the form \(A \otimes B\) replaced by \(B \otimes A\).

Lemma 4.5.31 A sequent \(\vdash ?\) is provable in CL if and only if \(\sigma(?): \) is provable in CL with the \(\otimes\) rule replaced by the \(\otimes 2\) rule.

Lemma 4.5.32 A sequent \(\vdash \sigma(?): \) is provable in CL if and only if \(?\) is provable in CL with the \(\otimes\) rule replaced by the \(\otimes 2\) rule.

This lemma follows by induction on the height of proofs.

Lemma 4.5.33 The provability problem for CL with the \(\otimes\) rule replaced by the \(\otimes 2\) rule and alternate definition of negation is recursively unsolvable.

This lemma follows from the above two, which simply state that by reversing the order of all tensor (⊗) formulas, we pass from CL to this new logic, and back again. Thus a decision procedure for one implies a decision procedure for the other, and by Lemma 4.4.24, we know there is no decision procedure for CL.
the system derived from CL by removing the \( R \) rule, and replacing all other rules by
their embedded equivalents, and adding a symmetric identity rule.

**Lemma 4.5.27** A sequent \( \vdash ? \) is provable in CL if and only if it is provable in ECL.

This lemma follows by induction on the length of proofs, and from this lemma we
obtain undecidability for this system.

**Corollary 4.5.28** The provability problem for CL without the \( R \) rule, and with every
other rule replaced by its embedded equivalent is recursively unsolvable.

### 4.5.3 CL without \( ?E \)

The earlier proof of undecidability fails in CL without the \( ?E \) rule, since some of the
requisite lemmas about theories fail. However, we may omit this rule, and replace
\( ?C \) with the following \( ?C2 \) rule to restore our results, and many other properties of
noncommutative linear logic.

\[
\begin{align*}
?C & \quad \vdash \Sigma, ?A, ?A \\
\vdash \Sigma, ?A \\
\vdash \Sigma, ?, ?A \\
?C & \quad \vdash \Sigma, ?, ?A
\end{align*}
\]

This contraction rule essentially states that what may be proven from two not necessary contiguous assumptions of a reusable formula, may be proven from one assumption of that reusable formula. It is the case that the \( ?C2 \) rule is derivable from the \( ?E \) and \( ?C \) rules in CL.

**Lemma 4.5.29** A sequent \( \vdash ? \) is provable in CL if and only if it is provable in CL
without the \( ?E \) rule, and with the \( ?C \) rule replaced by \( ?C2 \).

This lemma may be proven by induction on the length of proofs. Essentially, in
CL one may contract and then exchange the reusable formula to any desired position,
while in the other system one may contract the formula directly into position. On the
other hand, to permute a reusable formula in CL, one simply applies exchange, while
in the other system one must contract the formula into position, and then weaken
away the formula in its previous position. Using this lemma, we may obtain the
following undecidability result.
These rules contain the two novel rules of rotation $\textbf{(R)}$ and restricted exchange $\textbf{(!E)}$. This system is very close to that studied by Yetter [97], although Yetter’s extra modalities $k$ and $K$ have been omitted.

The one-sided calculus CL is a conservative extension over the two-sided intuitionistic calculus FICL. In order to make this precise, we require some definitions. The notation $[?]^\perp$ stands for the negation of a sequence of formulas, which is defined to the sequence of negations of formulas in $?$, in reverse order.

**Lemma 4.5.26** Any well-formed FICL sequent $? \vdash C$, is provable in FICL if and only if $\vdash [?]^\perp C$ is provable in CL.

A broader class of conservativity results are available, going beyond the small fragment FICL, but the logic CL is not conservative over the whole two-sided intuitionistic logic ICL.

In all formulations of noncommutative linear logic the key rule is $\otimes$. In a sense which we make more precise later, the constants and additive connectives of linear logic are inherently commutative. Also, the $\exists$ rule follows the $\otimes$ rule in its commutativity. Thus noncommutative linear logic is quite sensitive to the exact formulation of $\otimes$. However, there are some minor variations on the syntactic presentation of the other proof rules which first bear some notice.

### 4.5.2 Rotate Rule versus Embedding

Without the $\textbf{R}$ rule we would have to modify the formulation of other rules, such as the $\exists$ rule, to allow its application within a sequent, instead of requiring its application at one end of a sequent. To see this, compare the original version of $\exists$ on the left with the modified version on the right below:

\[
\exists \quad \vdash \Sigma, A, B \\
\vdash \Sigma, (A \otimes B) \\
\exists \quad \vdash \Sigma, A, B, ? \\
\vdash \Sigma, (A \otimes B), ?
\]

We will call the $\exists \! \! \! 2$ rule the embedded equivalent of the $\exists$ rule. The use of $\exists \! \! \! 2$ in noncommutative linear logic without the $\textbf{R}$ rule directly corresponds to the use of $\exists$ in CL with $\textbf{R}$ rule considered part of the system. We will use $\textbf{eCL}$ to stand for
I
$I \vdash \pi, \pi^*$

Cut
$\vdash \Sigma, A \quad \vdash ?, A^\perp$
$\vdash \Sigma, ?$

$\otimes$
$\vdash \Sigma, A \quad \vdash B, ?$
$\vdash \Sigma, (A \otimes B), ?$

$\exists$
$\vdash \Sigma, A, B$
$\vdash \Sigma, (A \exists B)$

$\oplus$
$\vdash \Sigma, A \quad \vdash \Sigma, B$
$\vdash \Sigma, (A \oplus B)$

$\&$
$\vdash \Sigma, A \quad \vdash \Sigma, B$
$\vdash \Sigma, (A \& B)$

$\text{?W}$
$\vdash \Sigma$
$\vdash \Sigma, ?A$

$\text{?C}$
$\vdash \Sigma, ?A, ?A$
$\vdash \Sigma, ?A$

$\text{?D}$
$\vdash \Sigma, A$
$\vdash \Sigma, ?A$

$\text{!S}$
$\vdash ?\Sigma, A$
$\vdash ?\Sigma, !A$

$\bot$
$\vdash \Sigma$
$\vdash \Sigma, \bot$

$\top$
$\vdash \Sigma$
$\vdash \Sigma, \top$

$\text{R}$
$\vdash ?, A$
$\vdash A, ?$

$\text{!E}$
$\vdash ?, ?A, \Sigma$
$\vdash ?, \Sigma, ?A$
Theorem 4.4.24 The provability problem for FICL is recursively unsolvable.

Corollary 4.4.25 The provability problem for ICL is recursively unsolvable.

This corollary follows from Theorem 4.4.24 by a conservativity result which is easily derived from the cut-elimination and subformula properties of FICL.

4.5 Other Noncommutative Logics

As mentioned previously, there is a family of logics which share a strong resemblance to FICL. All of the ones we can sensibly imagine have undecidable decision problems.

The first generalization that one might make is to loosen the intuitionistic restriction of FICL, allowing multiple formulas to appear on the right hand side of a sequent.

We will now consider various possibilities of formalizations of such a system, where all formulas appear on the right of the \( \vdash \). When specific rules are mentioned, it is their use on the right that is meant. For example, in the remainder of this chapter, the \( \otimes R \) rule will be referred to as the \( \otimes \) rule.

4.5.1 One-sided Noncommutative Linear Logic: CL

The one-sided rules of noncommutative linear logic (CL are given below.
Thus, by induction, given a sequence of reductions which solves a word problem, we may simulate the solution in FICL.

The following concrete example illustrates the intended simulation. Assume that the first rule applied in the sequence of reductions is \( \langle cd \rightarrow xy \rangle \). Then \( g \) in the above schema is \( cd \), and \( g' \) is \( xy \). Also, \([g] = p_x, p_d \), \([g'] = p_x, p_y \), \([g']^2 = (p_x \otimes p_y)\), and \( \gamma([g']) \) is \((p_x \otimes p_y)\). Also assume that \( r = p_s, p_t \), \( s = p_e, p_f \), and \([V] = p_a\).

\[ \vdash \]
\[ p_e, p_d \vdash (p_y \otimes p_x) \quad \vdash \begin{array}{l} p_a, p_b, p_e, p_f, p_f \vdash p_n \end{array} \]
\[ \vdash \]
\[ p_e, p_b \vdash (p_y \otimes p_x) \quad \vdash \begin{array}{l} p_a, p_b, (p_x \otimes p_y), p_e, p_f \vdash p_n \end{array} \]
\[ \vdash \]
\[ p_x, p_b, p_e, p_d, p_e, p_f \vdash p_n \]

\textbf{Lemma 4.4.23} The word problem \( P \) is solvable with productions \( \mathcal{T} \) if \( \tau(P) \) is provable in the theory derived from \( \mathcal{T} \).

\textbf{Proof.} We prove this lemma by induction on the size of the normalized directed proof of \( \tau(P) \).

Inspecting the rules of FICL, we see that most rules are inapplicable, since the conclusion sequent, which is a translation \( \tau(P) \) of a word problem, contains only occurrences propositions.

In the case that \( \vdash C \) is equal to \([V] \vdash [V] \), for some \( V \), (Recall that the target word \( V \) of the word problem is a singleton — this proof may be a single application of the identity rule) then the solution to the word problem is trivial, i.e., no productions are required, since \( U \equiv V \).

In the induction case where \( \vdash C \) is not proven by identity, the only remaining case is \textbf{Cut}. By cut-standardization, we know that one hypothesis is an axiom, and the cut-formula in that axiom is not a negative literal. Inspecting the axioms in the theory corresponding to the productions of a semi-Thue system, we see that the cut-formula must always be a formula \([g']^2\). This formula is built up from positive literals connected by \( \otimes \). By the normalization property, we know that we may now apply \( \otimes \) \textbf{L} until we are left again with the inductive case of some \( \tau(P') \).

Thus the semi-Thue system may mimic the FICL proof by applying the production corresponding to the theory axiom applied, and we have our result by induction.
this problem into a FICL sequent as:

$$[U] \vdash [V]^2$$

Now, we show that the word problem $P$ is solvable within system $T$ if and only if the translation $\tau(P)$ is provable in the theory derived from $T$. We state the two parts of the equivalence as Lemmas 4.4.22 and 4.4.23.

**Lemma 4.4.22** The word problem $P$ is solvable in the semi-Thue system $T$ only if $\tau(P)$ is provable in the theory derived from $T$.

**Proof.** We proceed by induction on the length of the derivation of $U \Rightarrow^* V$. If the derivation is trivial, that is $U \equiv V$, then we must show that the sequent

$$\vdash [V], [V]^\perp$$

is provable. Since we assume the word problem has the restricted form with $V$ a singleton, this sequent actually has the form $\vdash [n], [n]^\perp$, which by definition of notation is $\vdash p_n^\perp, p_n$. This is provable by identity.

Suppose the derivation of $U \Rightarrow^* V$ is a nonempty sequence:

$$U \Rightarrow U_1 \Rightarrow U_2 \Rightarrow \cdots \Rightarrow U_n \Rightarrow V.$$

Since $U \Rightarrow U_1$, there is some rule $(g \rightarrow g')$ in $T$, and possibly null words $r$ and $s$ such that $[U] = [rgs]$ and $[U_1] = [rg's]$. By induction we assume that we have a proof of $[U_1] \vdash [V]$, and construct from this a proof of the following form:

$$\vdash [r], [g'], [s] \vdash [V]$$

\[
\begin{array}{c}
\vdash [r], [g'], [s] \vdash [V] \\
\vdash [r], [g']^T, [s] \vdash [V] \gamma \L \\
\vdash [r], [g']^\perp, [s] \vdash [V] \gamma \L \L \\
\vdash [r], [g], [s] \vdash [V] \Cut
\end{array}
\]

In this partial deduction there are as many applications of the $\otimes \L$ rule as there are separate formulas in $[g']$. 
is known to be undecidable [80]. The problem remains undecidable if we add the condition that \( V \) be a singleton (word of length one) \( n \) such that \( n \) does not occur in \( U \) or in the right hand side of any production, and only appears as a singleton on the left hand side of productions. This restriction is analogous to requiring that a Turing machine have a unique final state without any outgoing transitions.

To show that the above restrictions preserve undecidability it suffices to give a transformation from a general word problem to a word problem of the restricted class. Specifically, given a word problem from \( U \) to \( V \), with set of productions \( T \), we may add the production \( V \to n \) where \( n \) is a new symbol which is added to the alphabet \( \Sigma \). We then ask the new word problem from \( U \) to \( n \) (with the new and the original productions), in the alphabet \( \Sigma \cup \{n\} \). This problem is solvable if and only if the original problem is. However the new problem is of the restricted class defined above.

### 4.4 From Semi-Thue Systems to Noncommutative Linear Logic

We overload the definition of translation \([ \ ]\) to include the case of words — the translation of a word \([ab\cdots z]\) is the list of FICL formulas \(p_a, p_b, \ldots, p_z\). We also define \([ab\cdots z]^2\) to be the FICL formula \(p_a \otimes p_b \cdots \otimes p_z\). Finally, as a notational convenience, we let \(\gamma(\?\?)\) designate ambiguously any formula which could be derived from \?\? by applications of the \(\otimes L\) rule. In other words, \(\gamma(\?\?)\) is the result of replacing some number of commas separating formulas in \?\? by \(\otimes\).

Given a Semi-Thue system \(T = \{\langle a_1 \to b_1 \rangle, \langle a_2 \to b_2 \rangle \cdots \langle a_k \to b_k \rangle\}\), we define the FICL theory derived from \(T\) as the following set of sequents:

\[
\begin{align*}
[a_1] \vdash [b_1]^2 \\
[a_2] \vdash [b_2]^2 \\
\vdots \\
[a_k] \vdash [b_k]^2
\end{align*}
\]

For a word problem \(P\) consisting of the pair \(U, V\) we define the translation \(\tau(P)\) of
For each axiom \( t_i \equiv A_1, A_2, \ldots, A_n \vdash B \), we may prove
\[ \vdash [t_i] \equiv \vdash ((A_1 \otimes A_2 \otimes \cdots \otimes A_n) \leftarrow B) \] by several applications of \( \otimes \mathbf{L} \), one application of \( \leftarrow \mathbf{R} \), and one application of \( !\mathbf{S} \), as follows.

\[
\begin{align*}
A_1, A_2, \ldots, A_n & \vdash B_{\otimes L}^T \\
& \vdots \\
A_1 \otimes A_2 \otimes \cdots \otimes A_n & \vdash B_{\otimes L}^R \\
\vdash (A_1 \otimes A_2 \otimes \cdots \otimes A_n) & \leftarrow B_{\otimes L}^R \\
\vdash!((A_1 \otimes A_2 \otimes \cdots \otimes A_n) & \leftarrow B)_{\otimes L}^R
\end{align*}
\]

By cutting this proof against the given proof of \( \vdash [T] \vdash C \), we obtain a proof of \( \vdash [T - \{t_i\}] \vdash C \), where \( T - \{t_i\} \) is the multiset difference of \( T \) and \( \{t_i\} \). Thus by induction on the number of axioms, cutting each one out in turn, we can derive \( \vdash C \) in theory \( T \).

### 4.3.2 Semi-Thue Systems

A semi-Thue system \( \mathcal{T} \) over alphabet \( \Sigma \) is a set of pairs \( \langle x \to y \rangle \), where \( x \) and \( y \) are strings over \( \Sigma \). Each pair in \( \mathcal{T} \) is called a production, and we use them as rewrite rules. We call \( x \) the left hand side and \( y \) the right hand side of a production \( \langle x \to y \rangle \). \( U \) rewrites to \( V \) in system \( \mathcal{T} \) with a production \( \langle g \to g' \rangle \) if \( U \) and \( V \) are words over alphabet \( \Sigma \), and there exist possibly null words \( r \) and \( s \) such that \( U = rgs \) and \( V = rg's \). We write
\[
U \Rightarrow V
\]
if \( U \) rewrites to \( V \) using some production. We use the notation
\[
U \Rightarrow^* V
\]
if there exists a (possibly empty) sequence of words \( U_1, \ldots, U_n \) such that
\[
U \Rightarrow U_1 \Rightarrow U_2 \Rightarrow \cdots \Rightarrow U_n \Rightarrow V
\]

The word problem for a semi-Thue system \( \mathcal{T} \) the problem of determining, for a given pair of words \( U \) and \( V \), whether or not \( U \Rightarrow^* V \) in system \( \mathcal{T} \). This problem
all the \([t_i]\) formulas:

\[
\begin{align*}
\vdash p_i & \\
\vdash p_i & \\
\vdash p_i, [t_1] & \\
\vdash p_i, [t_1], [t_2] & \\
\vdash & \\
\vdash p_i, [t_1], [t_2], \ldots, [t_{k+1}] & \\
\vdash p_i, [T] & \\
\end{align*}
\]

We then continue by adding \([T]\) to every sequent in the entire proof tree. At every application of \(\otimes R, \neg c L,\) and \textbf{Cut}, we extend the proof tree with an extra copy of the conclusion sequent of the binary rule, to which we add an extra copy of \([T]\). Then we extend the proof further, adding one contraction step for each \([t_i]\) between that sequent and the original conclusion of that binary rule.

\[
\begin{align*}
\vdash & \\
\vdash & \\
\vdash \Theta \vdash A & \vdash ? \vdash B & \Rightarrow & \vdash \Theta, [T] \vdash A & \vdash ?, [T] \vdash B \\otimes \\
\vdash \Theta, ? \vdash (A \otimes B) & \Rightarrow & \vdash \Theta, [T], ? \vdash (A \otimes B)_C & \\
\vdash & \\
\end{align*}
\]

Thus we have given a construction which builds a proof of \(\Theta, [T] \vdash \Sigma\) without any nonlogical axioms from a given proof of \(\Theta \vdash \Sigma\) using axioms from \(T\).

The following theorem closely corresponds to Theorem 2.7.9.

\textbf{Theorem 4.3.21 (Theory \(\Leftrightarrow\))} For any finite set of axioms \(T, \vdash C\) is provable in theory \(T\) if \(?, [T] \vdash C\) is provable without nonlogical axioms.

\textbf{Proof.} Assuming we have a proof of \(?, [T] \vdash C\), we immediately have a proof of \(?, [T] \vdash C\) in theory \(T\), since any proof in pure linear logic is also a proof in the logic extended with axioms. We can also build proofs of \(\vdash [t_i]\) in the theory \(T\) for each axiom \(t_i\). By cutting these proofs against the given proof of \(?, [T] \vdash C\), we obtain a proof of \(?, [T] \vdash C\) in theory \(T\).
Theorem 4.3.20 (Theory \(\Rightarrow\)) For any finite set of FICL axioms \(T\), \(\vdash C\) is provable in theory \(T\) only if \(\vdash [T] \vdash C\) is provable in FICL without nonlogical axioms.

Proof. Given some proof of \(\vdash C\) in theory \(T\), we have a linear logic proof tree with axioms of \(T\) at some leaves. For each leaf of the proof tree of the form \(\Theta \vdash D\), where \(\Theta \vdash D\) is some axiom \(t_i\), we replace that leaf with a small proof of \(\Theta, [T] \vdash D\) which does not use theory axioms (see below). For each leaf sequent which was originally an application of identity we extend the proof by adding weakenings for all the \(|[t_i]|\) formulas. We then add \([T]\) to every sequent in the body of the entire proof tree. At every application of \(\otimes R\), \(-c L\), and \(\textbf{Cut}\), we extend the proof tree with contractions on each formula in \([T]\).

The first mentioned proof tree, of \(\Theta, [T] \vdash D\), will be constructed from the proof tree for \(\Theta, [t_i] \vdash D\). Since each formula in \([T]\) begins with \(!\), we may weaken in the remainder of \([T]\), and thus with some number of weakening steps we have \(\Theta, [T] \vdash D\). For example, if there are \(k\) axioms, and \(\Theta \vdash D\) is the axiom \(t_1 = q_1 \vdash (q_2 \otimes a)\), then we know \([t_1] = !(q_1 \triangleleft (q_2 \otimes a))\). We then perform the following transformation:

\[
\frac{q_1 \vdash (q_2 \otimes a)^j}{q_1, [t_1], [t_2], \ldots, [t_{k+1}] \vdash (q_2 \otimes a)^W}
\]

For each leaf sequent which was originally an application of identity we weaken in
premise of a directed cut where the cut-formula in that axiom is not a negative literal a principal axiom of that directed cut. By definition, all directed cuts have at least one principal axiom. A cut between two axioms is always directed, and if the cut-formula of such a cut is non-atomic, that cut has two principal axioms. A directed or standardized proof is a proof with all cuts directed.

**Lemma 4.3.18 (FICL Cut Standardization)** If there is a proof of \( \varphi \vdash C \) in theory \( T \) in FICL, then there is a directed proof of \( \varphi \vdash C \) in theory \( T \) in FICL.

This lemma may be proven in nearly the same way as cut-standardization in full linear logic (Lemma 2.7.10). In fact there are fewer cases here since the constants and additive connectives are not present in FICL.

An \( \otimes \mathbf{L} \) normalized directed proof is a directed proof where each application of \( \otimes \mathbf{L} \) has been permuted as far down the proof tree as possible.

**Lemma 4.3.19 (\( \otimes \) Normalization)** If there is a proof of \( \varphi \vdash C \) in theory \( T \) in FICL, then there is a \( \otimes \mathbf{L} \) normalized directed proof of \( \varphi \vdash C \) in theory \( T \) in FICL.

This lemma may be proven by appealing to Lemma 4.3.18 and a permutability lemma, which is not proven here, but which is directly analogous to the permutability of \( \otimes \mathbf{L} \) (or \( \forall \mathbf{R} \)) down in a sequent proof (see Section 2.6).

### 4.3.1 Theories into FICL

It happens that the translation of the theories into pure (commutative) linear logic may also be employed to encode FICL theories in pure FICL. We recall the definition of the translation \( [T] \) of a theory \( T \) with \( k \) axioms into a multiset of formulas by

\[
[\{t_1, t_2, \ldots, t_k\}] = [t_1], [t_2], \ldots, [t_k]
\]

where \([t_i]\) is defined for each axiom \( t_i \) as follows:

\[
[G_1, G_2, \ldots, G_n \vdash F_1, F_2, \ldots, F_m] \overset{\Delta}{=} !((G_1 \otimes G_2 \otimes \cdots \otimes G_n) - \circ (F_1 \otimes F_2 \otimes \cdots \otimes F_m))
\]

The following theorem is directly analogous to Theorem 2.7.8, but is restated and proved here for the FICL case.
sort of and-branching. This situation is analogous to that for commutative versus noncommutative semi-Thue systems, where the noncommutative version allows the encoding of a zero test leading to undecidability, whereas the commutative version is unable to simulate zero test and has been shown to be decidable [52]. In fact, since FICL closely resembles semi-Thue systems, we will demonstrate undecidability of FICL by a reduction from semi-Thue systems.

Although the reduction is intuitively simple, the proof of its correctness requires some elaborate machinery. In particular, a cut-elimination theorem is required.

**Lemma 4.2.16 (Cut Elimination Revisited)** If there is a proof of sequent \( ? \vdash C \) in FICL, then there is a cut-free proof of \( ? \vdash C \) in FICL.

This lemma may be proven in the same manner as in the full logic 2.3.4.

**Corollary 4.2.17 (Subformula Property Revisited)** Any formula in any cut-free FICL proof of \( ? \vdash C \) is a subformula of \( ? \) or of \( C \).

### 4.3 FICL Theories

We will define theories as for the commutative case (see Section 2.7), and show that cut-standardization (see Lemma 2.7.10) again holds in this logic.

Formally, a **FICL axiom** may be any FICL sequent of the form \( p_1, p_2, \ldots, p_n \vdash C \), where \( C \) is any FICL formula not including modal operators (\( ? \) or \( ! \)), and the remainder of the sequent is made up of negative literals. Any finite set of FICL axioms is a **FICL theory**. For any theory \( T \), we say that a sequent \( ? \vdash C \) is provable in \( T \) exactly when we are able to derive \( ? \vdash C \) using the standard set of FICL proof rules and FICL axioms from \( T \). Thus each axiom of \( T \) is treated as a reusable sequent which may occur as a leaf of a proof tree. As before we will write \( \vdash C^T \) for a leaf sequent which is a member of the theory \( T \).

We recall the definition of a **directed cut**:

A **directed cut** is one where at least one premise is an axiom in \( T \), and the cut-formula in the axiom is not an atomic literal of negative polarity. We call any axiom
The ∀ Right and ∃ Left rules only apply if y is not free in Γ, and any nonlogical theory axioms.

Although ICL is undecidable, a more intriguing result is that a small fragment of ICL is also undecidable. We call this multiplicative-exponential fragment FICL.

<table>
<thead>
<tr>
<th>Identity</th>
<th>A ⊢ A</th>
<th>( \Gamma_1 \vdash A ) ( \Gamma_2, A, \Gamma_3 \vdash C )</th>
<th>Cut</th>
</tr>
</thead>
<tbody>
<tr>
<td>° Left</td>
<td>( \Gamma, (A \otimes B), \Gamma_2 \vdash C )</td>
<td>( \Gamma_1 \vdash A ) ( \Gamma_2 \vdash B )</td>
<td>( \otimes ) Right</td>
</tr>
<tr>
<td>¬ ° Left</td>
<td>( \Gamma_1 \vdash A ) ( B, \Gamma_2 \vdash C )</td>
<td>( \Gamma \vdash B )</td>
<td>( \neg \otimes ) Right</td>
</tr>
<tr>
<td>! W</td>
<td>( \Gamma_1, \Gamma_2 \vdash C )</td>
<td>( \Gamma_1, !A, !A, \Gamma_2 \vdash C )</td>
<td>! C</td>
</tr>
<tr>
<td>! D</td>
<td>( \Gamma_1, A, \Gamma_2 \vdash C )</td>
<td>( ! \Gamma \vdash A )</td>
<td>! S</td>
</tr>
<tr>
<td>! E1</td>
<td>( \Gamma_1, A, !B, \Gamma_2 \vdash C )</td>
<td>( \Gamma_1, !B, A, \Gamma_2 \vdash C )</td>
<td>! E2</td>
</tr>
</tbody>
</table>

However, one may simplify this system further, by considering the logic with nonlogical theories, but without the explicit modal operators ! and ?. One may encode such a logic in FICL using the ! and ?. One may simplify this system further, by considering the logic with nonlogical theories, but without the explicit modal operators ! and ?. One may encode such a logic in FICL using the ! and ?.

### 4.2 FICL is Undecidable

We will show the word problem for semi-Thue systems has a straightforward encoding in FICL. Since we have already shown that full linear logic is undecidable, the fact that full noncommutative linear logic is undecidable is not too surprising. But since FICL is a fragment of noncommutative linear logic which does not contain the additive connectives, the earlier construction of and-branching two-counter machines in full linear logic would fail in FICL. However, the and-branching used in that construction was required in order to encode zero-test in a commutative setting. In a noncommutative setting a zero test operation may be encoded easily without any
<table>
<thead>
<tr>
<th>Rule</th>
<th>Premises</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identity</td>
<td>( A \vdash A )</td>
<td>( \Gamma_1 \vdash \Gamma_2, A, \Gamma_3 \vdash C )</td>
</tr>
<tr>
<td>( \otimes ) Left</td>
<td>( \Gamma_1, A, B, \Gamma_2 \vdash C )</td>
<td>( \Gamma_1 \vdash A ), ( \Gamma_2 \vdash (A \otimes B) )</td>
</tr>
<tr>
<td>( \odot ) Left</td>
<td>( \Gamma_1 \vdash A ), ( B, \Gamma_2 \vdash C )</td>
<td>( \Gamma, A \vdash B ), ( \Gamma \vdash (A \odot B) )</td>
</tr>
<tr>
<td>( \odot ) Left</td>
<td>( \Gamma_2 \vdash B ), ( \Gamma_1, A \vdash C )</td>
<td>( \Gamma, A \vdash B ), ( \Gamma \vdash (B \odot A) )</td>
</tr>
<tr>
<td>( \oplus ) Left</td>
<td>( \Gamma, A \vdash \Sigma ), ( \Gamma, B \vdash \Sigma )</td>
<td>( \Gamma \vdash A, \Sigma ), ( \Gamma \vdash B, \Sigma )</td>
</tr>
<tr>
<td>&amp; Left1</td>
<td>( \Gamma, A \vdash \Sigma )</td>
<td>( \Gamma \vdash A, \Sigma )</td>
</tr>
<tr>
<td>&amp; Left2</td>
<td>( \Gamma, B \vdash \Sigma )</td>
<td>( \Gamma \vdash (A &amp; B), \Sigma )</td>
</tr>
<tr>
<td>! W</td>
<td>( \Gamma_1, \Gamma_2 \vdash \Sigma )</td>
<td>( \Gamma_1, A, \Gamma_2 \vdash C )</td>
</tr>
<tr>
<td>! D</td>
<td>( \Gamma_1, A, \Gamma_2 \vdash C )</td>
<td>( \Gamma \vdash A )</td>
</tr>
<tr>
<td>? D</td>
<td>( \Gamma \vdash A )</td>
<td>( \Gamma, A \vdash \Gamma C )</td>
</tr>
<tr>
<td>! W</td>
<td>( \Gamma_1, A, \Gamma_2 \vdash C )</td>
<td>( \Gamma \vdash \Gamma A )</td>
</tr>
<tr>
<td>! E1</td>
<td>( \Gamma_1, A, \Gamma_2 \vdash C )</td>
<td>( \Gamma_1, B, A, \Gamma_2 \vdash C )</td>
</tr>
<tr>
<td>! E2</td>
<td>( \Gamma_1, A, \Gamma_2 \vdash C )</td>
<td>( \Gamma_1, A, ! B, \Gamma_2 \vdash C )</td>
</tr>
<tr>
<td>0 Left</td>
<td>( \Gamma, 0 \vdash C )</td>
<td>( \Gamma \vdash 1 )</td>
</tr>
<tr>
<td>1 Left</td>
<td>( \Gamma \vdash C )</td>
<td>( \Gamma, 1 \vdash C )</td>
</tr>
</tbody>
</table>
4.1 Non-commutative Rules

The logic we work with in this chapter is intuitionistic noncommutative linear logic, where the modal ! is assumed to be allowed to commute.
and thus should be permitted the freedom of exchange, even in the noncommutative versions of linear logic. In this formulation reusable formulas are therefore allowed to permute.

There are a whole family of logics which could result from various additions of restricted exchange to noncommutative linear logic. The main point of difference within this family is the exact formulation of the rules of inference. However, most members of this family of logics have an undecidable validity problem.

In fact, the multiplicative and reuse operators are sufficient to encode undecidable problems in most of these logics. In other words, the constants and additive connectives are not necessary in order to simulate a Turing machine in noncommutative linear logic, although they appear to be necessary in commutative linear logic. Below we present the detailed proof of undecidability for a particular logic we will call FICL, which is the multiplicative and exponential fragment of ICL, a member of the noncommutative linear logic family.

David Yetter [97] has also studied a variant of noncommutative linear logic. In his work, he considered a system with two new modalities, $k$ and $K$, which are related to $\Gamma$ and $!$. The $k$ modality essentially marks those formulas which are free to be permuted both left and right through a sequent, despite the noncommutativity of the logic in general. The reusable formulas (marked with $!$ on the left, or $\Gamma$ on the right) are allowed to permute, but are also allowed the freedom of contraction and weakening, while the $k$ and $K$ formulas are not. The undecidability result of this chapter therefore holds for Yetter’s formulation of noncommutative linear logic as well.

We now focus on FICL, a fragment of ICL sufficient to encode Turing machines. This logic includes only the multiplicative and exponential connectives of linear logic, excluding the additives and constants, but including restricted versions of the exchange rule which only applies to $!$ formulas.
Chapter 4

Noncommutative Propositional Linear Logic

The following is called the unrestricted exchange rule:

\[
\text{Exch. R} \quad \frac{\Theta \vdash \Sigma, A, B \Gamma}{\Theta \vdash \Sigma, B, A, \Gamma}
\]

Since this rule is present in full linear logic, sequents are often treated as multisets of formulas, and the exchange rules are often considered implicit in the display of sequent proofs. This structural rule allows sequents to be permuted arbitrarily, making linear logic a commutative logic. More specifically, \( \vdash (A \otimes B) \rightarrow (B \otimes A) \) is derivable in linear logic using exchange, as are the analogous sequents for all the other binary connectives of linear logic (\( \land, \oplus, \& \)). However, the absence of the \( E \) rule (treating sequents as sequences of formulas, without any rule of exchange) drastically alters the set of provable sequents in linear logic. In fact, without the exchange rule, \( \vdash (A \otimes B) \rightarrow (B \otimes A) \) is not derivable.

Noncommutative propositional linear logic is linear logic where the unrestricted exchange rule is omitted, or equivalently, where sequents are treated as being lists instead of multisets. This family of logics is somewhat speculative, though all are very closely related to work by Lambek [55], Yetter [97], and others. However, the immediate resulting system is unsatisfying in that the reusable formulas (those marked by \( \Gamma \)) are exactly the ones which can be contracted and weakened in linear logic,
## 3.4 Summary of Chapter

In this section it was shown that propositional linear logic is undecidable. This fact follows from a computational reading of some linear logic proofs as (ACM) computations. The reduction from the halting problem for ACMs to a decision problem in linear logic is factored through decision problems in linear logic augmented with nonlogical theory axioms.

This undecidability result is perhaps somewhat surprising, but should not be viewed as a negative result: linear logic is an extremely expressive logic, and finding that the full (propositional) logic is undecidable merely implies that linear logic embodies notions closer to computing machinery than previously envisioned.
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\[
\begin{align*}
\frac{z_B \vdash (q_F \oplus q_F)_{\varepsilon_4}^z}{z_B, a \vdash z_B_{\varepsilon_4}} \quad & \frac{q_F \vdash q_F, q_F \vdash q_F}{(q_F \oplus q_F) \vdash q_F} \quad \text{Cut} \\
& \quad \frac{z_B, a \vdash q_F, q_F \vdash q_F}{(q_F \oplus q_F) \vdash q_F} \quad \text{Cut} \\
& \quad \frac{z_B, a \vdash q_F}{z_B \vdash q_F} \quad \text{Cut}
\end{align*}
\]

Figure 3.1: Zero-test proof

\[
\begin{align*}
\frac{q_2 \vdash (z_B \oplus q_3)_{\varepsilon_3}^z}{z_B, a \vdash q_F, q_3, a \vdash q_F, q_F \vdash q_F} \quad \text{Cut} \\
& \quad \frac{z_B \vdash q_F, q_3, a \vdash q_F, q_F \vdash q_F}{(z_B \oplus q_3) \vdash q_F} \quad \text{Cut} \\
& \quad \frac{q_2, a \vdash q_F, q_F \vdash q_F}{(q_2 \oplus a) \vdash q_F} \quad \text{Cut} \\
& \quad \frac{q_1 \vdash (q_2 \oplus a)_{\varepsilon_1}^z}{q_1 \vdash q_F} \quad \text{Cut}
\end{align*}
\]

Figure 3.2: Proof corresponding to computation

The proof shown in Figure 3.2 of $q_1 \vdash q_F$ in the same theory demonstrates the remainder of the ACM machinery. The lowermost introduction of a theory axiom, \text{Cut}, and $\otimes\text{L}$ together correspond to the application of the increment instruction $\varepsilon_4^z$. That is, the $q_1$ has been “traded in" for $q_2$ along with $a$. The application of a directed cut and $\otimes\text{L}$ correspond to the fork instruction, $\varepsilon_3^z$ which requires that both branches of the proof be successful in the same way that and-branching machines require all branches to reach an accepting configuration. The elided proof of $z_B, a \vdash q_F$ appears in Figure 3.1, and corresponds to the verification that the $B$ counter is zero. The application of \text{Cut}, theory axiom, and identity correspond to the final decrement instruction of the computation, and complete the proof.
encoded as three ACM transitions — \( \delta_3', \delta_4', \) and \( \delta_5' \). The transition \( \delta_3' \) is a fork to a special state \( Z_B \), and one other state, \( Q_3 \). The two extra transitions, \( \delta_4' \) and \( \delta_5' \), force the computation branch starting in state \( Z_B \) to verify that counter \( B \) is zero. Given the above transitions, the and-branching machine without zero-test may then perform these moves:

\[
\begin{align*}
\{Q_I, 0, 0\} & \xrightarrow{\delta_1'} \{Q_2, 1, 0\} \xrightarrow{\delta_5'} \{Z_B, 1, 0\}, \{Q_3, 1, 0\} \xrightarrow{\delta_3'} \{Z_B, 0, 0\}, \{Q_3, 1, 0\} \\
& \xrightarrow{\epsilon_1'} \{Q_F, 0, 0\}, \{Q_F, 0, 0\}, \{Q_3, 1, 0\} \xrightarrow{\epsilon_2'} \{Q_F, 0, 0\}, \{Q_F, 0, 0\}, \{Q_F, 0, 0\}, \{Q_F, 0, 0\}
\end{align*}
\]

Note that an instantaneous description of this and-branching machine is a list of triples, and the machine accepts if and only if it is able to reach \( \{Q_F, 0, 0\} \) in all branches of its computation. This particular computation starts in state \( Q_I \), increments the A counter and steps to state \( Q_2 \). Then it forks into two separate computations; one which verifies that the B counter is zero, and the other which proceeds to state \( Q_3 \). The B counter is zero, so the proof of that branch proceeds by decrementing the A counter to zero, and jumping to the final state \( Q_F \). The other branch from state \( Q_3 \) simply decrements A and moves to \( Q_F \). Thus all branches of the computation terminate in the final state with both counters at zero, resulting in an accepting computation.

The linear logic proof corresponding to this computation is displayed in Figures 3.1 and 3.2, and is explained in the following paragraphs. In these proofs, each application of a theory axiom corresponds to one step of ACM computation. We represent the values of the ACM counters in unary by copies of the formulas \( a \) and \( b \). In this example the B counter is always zero, so there are no occurrences of \( b \).

The proof shown in Figure 3.1 of \( z_B, a \vdash q_F \) in the above linear logic theory corresponds to the ACM verifying that the B counter is zero. Reading the proof bottom up, it begins with a directed cut. The sequent \( z_B \vdash q_F \) is left as an intermediate step. The next step is to use another directed cut, and after application of the \( \& \) rule, we have two sequents left to prove: \( q_F \vdash q_F \) and \( q_F \vdash q_F \). Both of these correspond to the ACM triple \( \{Q_F, 0, 0\} \) which is the accepting triple, and are provable by the identity rule. If we had attempted to prove this sequent with some occurrences of \( b \), we would be unable to complete the proof.
a simple computation of an ordinary two counter machine with zero-test instruction, a corresponding ACM computation, and a corresponding linear logic proof.

Repeating from the introduction, a key insight is that searching for a directed proof of a linear logic sequent in a theory is analogous to searching for an accepting ACM computation. The product of a successful search is an accepting computation.

Suppose the transition relation $\delta$ of a standard two counter machine with zero-test consists of the following:

\[
\begin{align*}
\delta_1 &::= Q_1 \text{ Increment } A \ Q_2 \\
\delta_2 &::= Q_3 \text{ Decrement } A \ Q_F \\
\delta_3 &::= Q_2 \text{ Zero-Test } B \ Q_3
\end{align*}
\]

The machine may perform the following transitions, where an instantaneous description of a two counter machine is given by the triple consisting of $Q_j$, the current state, and the values of counters $A$ and $B$.

\[
(Q_1, 0, 0) \xrightarrow{\delta_1} (Q_2, 1, 0) \xrightarrow{\delta_3} (Q_3, 1, 0) \xrightarrow{\delta_2} (Q_F, 0, 0)
\]

This computation starts in state $Q_1$, increments the $A$ counter and steps to state $Q_2$. Then it tests the $B$ counter for zero, and moves to $Q_3$, where it then decrements the $A$ counter, moves to $Q_F$, and accepts.

The transition relation $\delta$ may be transformed into a transition relation $\delta'$ for an equivalent and-branching two counter machine without zero-test. The modified relation $\delta'$ (shown on the left below), may then be encoded as a linear logic theory (shown on the right):

\[
\begin{align*}
\delta'_1 &::= Q_1 \text{ Increment } A \ Q_2 & q_1 \vdash (q_2 \otimes a) \\
\delta'_2 &::= Q_3 \text{ Decrement } A \ Q_F & q_3 \vdash a, q_F \\
\delta'_3 &::= Q_2 \text{ Fork } Z_B, Q_3 & q_2 \vdash (z_B \oplus q_3) \\
\delta'_4 &::= Z_B \text{ Decrement } A \ Z_B & z_B \vdash a, z_B \\
\delta'_5 &::= Z_B \text{ Fork } Q_F, Q_F & z_B \vdash (q_F \oplus q_F)
\end{align*}
\]

Notice how the first two transitions ($\delta'_1$ and $\delta'_2$) of the standard two counter machine are preserved in the translation from $\delta$ to $\delta'$. Also, the Zero-Test instruction $\delta_3$ is
Therefore the machine $M$ may emulate this proof by performing the ACM instruction corresponding to the axiom used (in this case a Fork instruction), and then continuing as dictated by the two inductive cases.

From Lemmas 3.1.11, 2.7.8, 2.7.9, 3.2.12, and 3.2.13 of this section, we easily obtain our main result:

**Theorem 3.2.14** The provability problem for propositional linear logic is recursively unsolvable.

As mentioned earlier, linear logic, like classical logic, has an intuitionistic fragment. Briefly, the intuitionistic fragment is restricted so that there is only one positive formula in any sequent. In fact, the entire construction above was carried out in intuitionistic linear logic, and thus the undecidability result also holds for this logic.

In any theory derived from an ACM $M$, there is only one positive formula in any theory axiom. Also, throughout a directed proof of $\theta(s)$ in such a theory, the only positive atom which appears outside a theory axiom is $q_F$. Thus any directed proof of $\theta(s)$ in a theory derived from $M$ is in the intuitionistic fragment of linear logic, and along with a conservativity result not proven here, we have the following:

**Corollary 3.2.15** The provability problem for propositional intuitionistic linear logic is recursively unsolvable.

In the proof of this corollary we make use of the conservativity property of full linear logic over the intuitionistic fragment for any sequents occurring in a directed proof of a translation of an ACM machine configuration. This conservativity is a weaker property than full conservativity since sequents in such a directed proof have a special form. In particular, they have no constants, and the right hand side is always a single formula.

### 3.3 Example Computation

This section is intended to give an overview of the mechanisms we have defined above, and lend some insight into our undecidability result, stated above. We present
Therefore the machine $M$ may emulate this proof by performing the ACM instruction corresponding to the axiom used (in this case a \textbf{Decrement} A instruction), and then continuing as dictated by the inductive case.

$q_i \vdash a, q_j$: Analogous arguments apply.

$q_i \vdash (q_j \oplus q_k)$: If the last axiom applied is $q_i \vdash (q_j \oplus q_k)$, which corresponds to a \textbf{Fork} instruction, then by standardization, we know the cut-formula must be $(q_j \oplus q_k)$ in the axiom, and that the proof must look like

\[
\vdots
\]
\[
q_i \vdash (q_j \oplus q_k) \quad (q_j \oplus q_k), a^x, b^y \vdash q_F\]
\[
q_i, a^x, b^y \vdash q_F
\]

Since each other linear logic rule besides $\oplus L$, cut, identity, or axiom introduces some symbol which does not occur in $(q_j \oplus q_k), a^x, b^y \vdash q_F$, the derivation of this sequent which must end in one of these rules. Furthermore, there are two formulas in the sequent which are not negative literals, so this sequent is not derivable using only an axiom. Identity could not lead to this sequent, since the sequent contains a non-atomic formula. By our standardization procedure, we know that each cut must involve an axiom from the theory, and the cut-formula in the axiom is not a negative literal. Inspecting the various types of axioms in the theory derived from $M$, we see that all axioms contain one top level negative atomic formula $q_i$ for some $i$. Since $q_i$ cannot be the cut-formula in a principal axiom of a directed cut, it must appear in the conclusion of that application of cut. However, there is no such top level $q_i$ in the sequent in question. Thus this sequent may only be derived by the application of the $\oplus L$ rule. Thus we know the derivation to be of the form:

\[
\vdots
\]
\[
q_i \vdash (q_j \oplus q_k) \quad (q_j \oplus q_k), a^x, b^y \vdash q_F\]
\[
q_i, a^x, b^y \vdash q_F
\]

The proofs of $q_j, a^x, b^y \vdash q_F$ and $q_k, a^x, b^y \vdash q_F$ can be simulated on the machine by induction, since one is a sequent which corresponds to the triple $\langle Q_j, x, y \rangle$, the other corresponds to $\langle Q_k, x, y \rangle$, and each has a proof in linear logic of smaller size.
are not negative literals, so this sequent is not derivable using only an axiom. Identity could not lead to this sequent, since the sequent contains a non-atomic formula. By our standardization procedure, we know that each cut must involve an axiom from the theory, and the cut-formula in the axiom is not a negative literal. Inspecting the various types of axioms in the theory derived from $M$, we see that all axioms contain one top level negative atomic formula $q_i$ for some $i$. Since $q_i$ cannot be a directed cut-formula in a principal axiom, it must appear in the conclusion of that application of cut. However, there is no such top level $q_i$ in the sequent in question. Thus this sequent may only be derived by the application of the $\otimes I$ rule. Therefore, we know the derivation must have the form:

$$
\frac{q_i \vdash (q_j \otimes a)^T \quad q_j, a^{x+1}, b^y \vdash q_F}{q_i, a^x, b^y \vdash q_F} \quad (q_j \otimes a), a^x, b^y \vdash q_F_{\text{Cut}}^\otimes I
$$

We know that the proof of $q_i, a^{x+1}, b^y \vdash q_F$ may be simulated by the ACM by induction, since it is the sequent $\theta((Q_j, x + 1, y))$, which corresponds to the triple $(Q_j, x + 1, y)$, and has a proof in linear logic of smaller size.

Therefore the machine $M$ may emulate this proof by performing the ACM instruction corresponding to the axiom used (in this case an Increment $A$ instruction), and then continuing as dictated by the inductive case.

$q_i \vdash (q_j \otimes a)$: Analogous arguments apply.

$q_i, a \vdash q_j$: If the last axiom applied is $q_i, a \vdash q_j$, which corresponds to a Decrement $A$ instruction, then by standardization, we know the cut-formula must be $q_j$ in the axiom, and that the proof must be of the form:

$$
\frac{q_i, a \vdash q_j^T \quad q_j, a^x, b^y \vdash q_F_{\text{Cut}}}{q_i, a^{x+1}, b^y \vdash q_F} \quad q_j^T, a^x, b^y \vdash q_F_{\text{Cut}}
$$

By induction, the proof of $q_j, a^x, b^y \vdash q_F$ can be simulated, since it is the sequent $\theta((Q_j, x, y))$, which corresponds to the triple $(Q_j, x, y)$, and has a shorter proof in linear logic.
We assume that we are given a proof of each element of the set $\theta(s)$, and we analyze one of the proofs, all of which end in a conclusion corresponding to a machine triple $(Q_i, x, y)$.

$q_i, a^x, b^y \vdash q_F$

Since this sequent is simply a list of atomic propositions, the only linear logic rules which can apply to any such sequent are identity, some axiom, and cut.

Identity is only applicable when both $x$ and $y$ are zero, and $q_i = q_F$. In this case, $q_F \vdash q_F$ already corresponds to the accepting triple $(Q_F, 0, 0)$.

The only axioms which are identical to a sequent in $\theta(s)$ are those which correspond to some $\delta$ which is a decrement instruction that ends in $q_F$. In this case, since each decrement axiom in $[\delta]$ contains exactly one occurrence of $a$ or $b$, $x = 1$ and $y = 0$, or $x = 0$ and $y = 1$. In either case, the ACM machine $M$ need only perform the decrement instruction $\delta$, and this branch of computation reaches an accepting triple.

The final possibility is cut, and by our standardization procedure, we know that one hypothesis of that cut is an axiom from the theory derived from $M$, and furthermore that the cut-formula in that axiom is not a negative literal.

Since there are only five types of instructions in an ACM: Increment $A$ or $B$, Decrement $A$ or $B$, and Fork, there are only five different types of axioms in a theory derived from any ACM $M$. We now perform case analysis on the type of axiom that was last applied in a proof.

$q_i \vdash (q_j \otimes a)$: If the last axiom applied is of the form $q_i \vdash (q_j \otimes a)$, then it corresponds to an Increment $A$ instruction, and by standardization, we know the cut-formula must be $(q_j \otimes a)$ in the axiom, and that the proof must look like

$q_i \vdash (q_j \otimes a) \quad \vdash (q_j \otimes a), a^x, b^y \vdash q_F$

Since each other linear logic rule besides $\otimes 1$, cut, identity, or axiom introduces some symbol which does not occur in $(q_j \otimes a), a^x, b^y \vdash q_F$, the derivation of this sequent must end in one of these rules. Furthermore, there are two formulas in this sequent which
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\( Q_i \) Fork \( Q_j, Q_k \): Here, the halting computation begins with the step

\[
\{\cdots (Q_i, A, B) \cdots \} \rightarrow \{\cdots (Q_j, A, B), (Q_k, A, B) \cdots \}
\]

We assume by induction that we have a proof of \( q_j, a^A, b^B \vdash q_F \), and of \( q_k, a^A, b^B \vdash q_F \), and we extend those proofs into a proof of \( q_i, a^A, b^B \vdash q_F \).

\[
\begin{array}{c}
q_i \vdash (q_j \oplus q_k)^T \\
\hline
q_j, a^A, b^B \vdash q_F \quad q_k, a^A, b^B \vdash q_F \\
\hline
(q_j \oplus q_k), a^A, b^B \vdash q_F \\
\hline
q_i, a^A, b^B \vdash q_F
\end{array}
\]

Here \( q_i \vdash (q_j \oplus q_k) \) is the axiom which corresponds to the fork instruction.

\( \square \)

**Lemma 3.2.13 (Machine \( \Leftarrow \))** An and-branching counter machine \( M \) accepts from ID \( s \) if every sequent in the set \( \vartheta(s) \) is provable in the theory derived from \( M \).

**Proof.**

Given a set of proofs of the elements of \( \vartheta(s) \) in the theory derived from \( M \), we claim that a halting computation of the ACM \( M \) from state \( s \) can be extracted from those proofs. We achieve this with the aid of the cut standardization Lemma 2.7.10, which in this case leaves cuts in the proof only where they correspond to applications of ACM instructions. We may thus simply read the description of the computation from the standardized proof.

By Lemma 2.7.10, it suffices to consider standardized proofs. We show that a set of standardized proofs of \( \vartheta(s) \) may be mimicked by the ACM \( M \) to produce an accepting computation from state \( s \).

This proof is by induction on the sum of the sizes (number of proof rules applied) of standardized proofs. Since an ACM state is given by a finite set of triples, and all proofs are finite, we know that this measure is well founded. We assume that any smaller set of proofs which all end in conclusions which correspond to a triple \( (Q_i, A, B) \) can be simulated by machine \( M \).

We consider the proof of a single element of \( \vartheta(s) \) at a time.

If \( s = \{\cdots (Q_i, x, y) \cdots \} \), then \( \vartheta(s) = \{\cdots q_i, a^x, b^y \vdash q_F \cdots \} \).
\( Q_i \text{ Increment A } Q_j : \) In this case, the first step in the halting computation has the form
\[
\{ \cdots \langle Q_i, A, B \rangle \cdots \} \rightarrow \{ \cdots \langle Q_j, A+1, B \rangle \cdots \}
\]
We assume by induction that we have a proof of \( \theta(\langle Q_j, A+1, B \rangle) = q_j, a^{A+1}, b^B \vdash q_F. \)
We extend this proof into a proof of \( \theta(\langle Q_i, A, B \rangle) = q_i, a^A, b^B \vdash q_F \) by adding a cut with an axiom, as follows.
\[
\begin{array}{c}
q_i \vdash (q_j \otimes a)^T \\
q_j, a^{A+1}, b^B \vdash q_F \\
(q_j \otimes a), a^A, b^B \vdash q_F \vdash \text{Cut} \\
q_i, a^A, b^B \vdash q_F
\end{array}
\]
Note that the axiom \( q_i \vdash (q_j \otimes a) \) is precisely the translation of the transition taken by the machine, and therefore is an axiom of the theory.

\( Q_i \text{ Increment B } Q_j : \) Analogous to above.

\( Q_i \text{ Decrement A } Q_j : \) Since the \( A \) counter of the machine must be positive for this instruction to apply, we know that the halting computation begins with the transition
\[
\{ \cdots \langle Q_i, A+1, B \rangle \cdots \} \rightarrow \{ \cdots \langle Q_j, A, B \rangle \cdots \}
\]
We assume by induction that we have a proof of \( q_j, a^A, b^B \vdash q_F. \) As in the Increment A case, we extend this to a proof of \( q_i, a^{A+1}, b^B \vdash q_F \) by adding a cut with the axiom corresponding to the transition taken by the machine.
\[
\begin{array}{c}
q_i \vdash q_j^T \\
q_j \vdash q_i \text{ Cut} \\
q_i, a^{A+1}, b^B \vdash q_F
\end{array}
\]
\( Q_i \text{ Decrement B } Q_j : \) Analogous to above.
The translation of an ACM ID is simply the set of translations of the elements of the ID:

\[ \theta(\{E_1, E_2, \cdots, E_m\}) = \{\theta(E_1), \theta(E_2), \cdots, \theta(E_m)\} \]

We claim that an ACM \( M \) accepts from ID \( s \) if and only if every element of \( \theta(s) \) is provable in the theory corresponding to the transition function of the machine. We prove each half of this equivalence in separate lemmas.

**Lemma 3.2.12 (Machine ⇒)** An and-branching counter machine \( M \) accepts from ID \( s \) only if every sequent in \( \theta(s) \) is provable in the theory derived from \( M \).

**Proof.** Given a halting computation of an ACM machine \( M \) from \( s \) we claim we can build a proof of every sequent in \( \theta(s) \) in the theory derived from \( M \).

\( M \) accepts from \( s \) only if there is some finite sequence of transitions from this ID to an accepting ID. We proceed by induction on the length of that sequence of transitions.

If there are no transitions in the sequence, then by the definition of accepting ID, \( s \) consists entirely of \( \langle Q_F, 0, 0 \rangle \). We must show that the sequent

\[ q_F, a^0, b^0, \vdash q_F \]

is provable in linear logic. This is immediate: we have 0 A's and 0 B's, that is, none at all. Thus by one application of identity (per sequent) \( q_F \vdash q_F \), we have our (set of) proof.

If there is at least one transition in the sequence, we have to show that \( \theta(s) \) is provable. Since \( M \) accepts from ID \( \{\cdots \langle Q_i, A, B \rangle \cdots \} \), and there is at least one transition in the sequence, we know that there is some transition in \( M \) such that \( ID \to ID' \), and \( M \) accepts from \( ID' \). We assume by induction that there is a linear logic proof which corresponds to the accepting computation for \( ID' \).

We now perform case analysis on the type of transition. There are five different types of instructions: **Increment** A or B, **Decrement** A or B, and **Fork**. Since the two increment and two decrement instructions are nearly identical, we will concentrate only on the cases concerning the counter A.
3.2 From Machines to Logic

We give a translation from ACMs to linear logic with theories and show that our
sequent translation of a machine in a particular state is provable in linear logic if
and only if the ACM halts from that state. In fact, our translation uses only small
formulas and theories, thus with the use of our earlier encoding, Lemma 2.7.8 and
Lemma 2.7.9, we will have our result for propositional linear logic without nonlogical
axioms. Since an instantaneous description of an ACM is given by a list of triples, it
is somewhat delicate to state the induction we will use to prove soundness.

The main idea of this encoding is to use the linear connective \& to simulate and-
branching behavior, along with previously described techniques for encoding petri-
net like tokens using the multiplicative connectives. These machine parts may be
combined to build an ACM.

Given an ACM $M = \langle Q, \delta, Q_i, Q_F \rangle$ we first define a set of propositions:

$$\{ q_i | Q_i \in Q \} \cup \{ a, b \}$$

We then define the linear logic theory corresponding to the transition relation $\delta$ as
the set of axioms determined as follows:

- $Q_i$ Increment $A Q_j \iff q_i \vdash (q_j \otimes a)$
- $Q_i$ Increment $B Q_j \iff q_i \vdash (q_j \otimes b)$
- $Q_i$ Decrement $A Q_j \iff q_i, a \vdash q_j$
- $Q_i$ Decrement $B Q_j \iff q_i, b \vdash q_j$
- $Q_i$ Fork $Q_j, Q_k \iff q_i \vdash (q_j \oplus q_k)$

Given a triple $\langle Q_i, x, y \rangle$ of an ACM, we define the translation $\theta(\langle Q_i, x, y \rangle)$ by:

$$\theta(\langle Q_i, x, y \rangle) \triangleq q_i, a^x, b^y, \vdash q_F$$

Thus all sequents which correspond to ACM triples have exactly one positive literal,
$q_F$, some number of $a$s, and $b$s, the multiplicity of which correspond to the values
of the two counters of the ACM in unary, and exactly one other negative literal, $q_i$,
which corresponds to the state of the ACM.
Decrement  B transition from $Z_A$ to itself allows $M''$ to loop and decrement the counter $B$ arbitrarily. In particular it is possible for $B$ to be decremented to the value 0. Since $Q_F$ has no outgoing transitions, the Fork instruction which moves from $Z_A$ to $Q_F$ and $Q_F$ allows this branch of computation to terminate correctly if and only if both counters are zero when it is executed. Since we are considering nondeterministic acms, it is possible for a branch of computation which reaches $Z_A$ to terminate if and only if the $A$ counter is zero when it reaches $Z_A$. Similarly, any branch of computation reaching $Z_B$ reaches an accepting ID if and only if the $B$ counter is zero.

We claim that there is a halting computation for the given two counter machine $M'$ if and only if there is one for the constructed acm $M''$. This is proven by two simulations.

The and-branching machine $M''$ may mimic the original two counter machine in the performance of any instruction, by following any Increment of $M'$ with the corresponding Increment instruction, and a Decrement with the corresponding Decrement. When $M'$ executes a Zero-Test $A$ instruction, $M''$ forks off an and branch which verifies that the counter $A$ is in fact zero, and the other branch continues to follow the computation of $M'$.

For the converse simulation, there is always at most one and-branch of any $M''$ computation which corresponds to a nonfinal, non-zero-testing state in the original machine. There may be many and branches of the computation which are in states $Z_A$, $Z_B$, and $Q_F$, but at most one and branch is in any other state. Thus, $M'$ may mimic $M''$ by following the branch of acm computation which does not enter $Z_A$, $Z_B$, or $Q_F$ until the final step of computation, when it enters $Q_F$. For every Increment and Decrement instruction in the accepting computation of $M''$, $M'$ may performs the corresponding instruction. Every Fork instruction executed by $M''$ from a nonfinal, non-zero-testing state corresponds to a Zero-Test instruction in $M'$, and by the above observation, if $M''$ forks into state $Z_A$, then $M''$ accepts only if the counter $A$ is zero (and similarly for $Z_B$ and the counter $B$). Since we are assuming an accepting $M''$ computation, we know that $M'$ may execute the corresponding Zero-Test instruction successfully.
We claim without proof that $M$ and $M'$ accept the same set of input values, and are therefore equivalent machines.

From a nondeterministic two counter machine $M'$ with unique final state without outgoing transitions, we construct an ACM $M''$ as follows. The ACM $M''$ will have the same set of states, and same initial and final states as $M'$. The transition function of $M''$ is built by first taking all the Increment and Decrement instructions from the transition function of $M'$. We then add two new states to $M''$, $Z_A$ and $Z_B$, which are used to test for zero in each of the two counters. For $Z_A$, we add two instructions, $(Z_A \text{ Decrement} B Z_A)$, and $(Z_A \text{ Fork } Q_F, Q_F)$, to the transition function of $M''$. Similarly for $Z_B$, we add $(Z_B \text{ Decrement} A Z_B)$, and $(Z_B \text{ Fork } Q_F, Q_F)$. Then for each Zero-Test instruction of $M'$ of the form

$$(Q; \text{Zero-Test } A Q_j)$$

we add one instruction to $M''$:

$$(Q; \text{Fork } Q_j, Z_A).$$

An important feature of $M''$ is that once a zero testing or final state is entered, no configuration of that branch of computation may ever leave that set of states. More specifically, where $M'$ would test for zero, $M''$ will fork into two “parallel” computations. One continues in the “same” state as $M'$ would have if the Zero-Test had succeeded, and the other branch “verifies” that the counter is indeed zero. While the second branch may change the value of one of the counters (the counter which is not being tested), this cannot affect the values of the counters in the “main” branch of computation. Further, the zero-testing branch of computation never enters any states other than zero-test states or the final state. This holds because there are no outgoing transitions from the final state whatsoever, and the only transitions from the two zero testing states either loop back to that state or move directly to the final state. Also note that any branch of an ACM $M''$ computation which arrives at the state $Z_A$ may be part of a terminating computation if and only if the counter $A$ is zero when the machine reaches that state. This can be seen by observing that once arriving in $Z_A$, there is no possibility of modifications to the counter $A$. The
A two counter machine accepts if it is able to reach any one of the final states in the set $F$ with both counters at zero. It is important that these machines have a **Zero-Test** instruction since the halting problem becomes decidable otherwise, by obvious reduction to the word problem in commutative semi-Thue systems, which is decidable [69]. Since **Zero-Test** is the most difficult to encode in linear logic, we concentrate on a machine with and-branching, which provides a basic mechanism powerful enough to simulate **Zero-Test**, but which is more easily simulated in linear logic.

Using two counter machines, we show that ACM’s have an undecidable halting problem.

**Lemma 3.1.11** It is undecidable whether an and-branching two counter machine without zero-test accepts from ID $\{ (Q_f, 0, 0) \}$. This remains so if the transition relation of the machine is restricted so that there are no outgoing transitions from the final state.

**Proof.** Since ACM’s may simulate zero-test with and-branching, ACM’s are sufficiently powerful to simulate two counter machines, for which the halting problem is known to be recursively unsolvable [75, 56]. We will give a construction from standard two counter machines to ACMs, and argue that the construction is sound and faithful. This construction and the proof of its soundness is routine, and its steps should be familiar to anyone versed in automata theory. In our simulation of the test for zero instruction of two counter machines, we make essential use of the fact that all branches of computation terminate with both counters set to zero.

Given a nondeterministic two counter machine $M$ we first construct an equivalent two counter machine $M'$ with a unique final state $Q_F$ which has no outgoing transitions. One simply adds two new states, $Q_D$ and $Q_F$ to $M'$, and for each $Q_f \in F$ of $M$, one adds the instructions $(Q_f \text{ Increment } A Q_D)$ and $(Q_D \text{ Decrement } A Q_F)$. Note that one may simply look at these new transitions as a single nondeterministic step from each old final state to the new (unique) final state, which has no outgoing transitions. However, since there is no general “silent” move, we make the transition in two steps.
The set $\delta$ may contain transitions of the following form:

$$(Q_i \text{ Increment } A Q_j) \text{ taking }\langle Q_i, A, B \rangle \text{ to } \langle Q_j, A + 1, B \rangle$$

$$(Q_i \text{ Increment } B Q_j) \text{ taking }\langle Q_i, A, B \rangle \text{ to } \langle Q_j, A, B + 1 \rangle$$

$$(Q_i \text{ Decrement } A Q_j) \text{ taking }\langle Q_i, A + 1, B \rangle \text{ to } \langle Q_j, A, B \rangle$$

$$(Q_i \text{ Decrement } B Q_j) \text{ taking }\langle Q_i, A, B + 1 \rangle \text{ to } \langle Q_j, A, B \rangle$$

$$(Q_i \text{ Fork } Q_j, Q_k) \text{ taking }\langle Q_i, A, B \rangle \text{ to } \langle Q_j, A + 1, B \rangle, \langle Q_k, A, B \rangle$$

where $Q_i, Q_j,$ and $Q_k$ are states in $Q$. The Decrement instructions only apply if the appropriate counter is not zero, while the Increment and Fork instructions are always enabled from the proper state.

For example, the single transition $Q_i \text{ Increment } A Q_j$ takes an ACM from ID: $\{\cdots, \langle Q_i, A, B \rangle, \cdots \}$ to ID: $\{\cdots, \langle Q_j, A + 1, B \rangle, \cdots \}$

### 3.1.1 Two Counter Machines

Standard two counter machines have a finite set of states, $Q$, a finite set of transitions, $\delta$, a distinguished initial state $Q_I$, and a set of final states $F$ [75, 42]. An instantaneous description of the state of a two counter machine is given by a triple $\langle Q_i, A, B \rangle$, which consists of the current state, and the values of two counters, $A$ and $B$. The transitions in $\delta$ are of four kinds:

$$(Q_i \text{ Increment } A Q_j) \text{ taking }\langle Q_i, A, B \rangle \text{ to } \langle Q_j, A + 1, B \rangle$$

$$(Q_i \text{ Increment } B Q_j) \text{ taking }\langle Q_i, A, B \rangle \text{ to } \langle Q_j, A, B + 1 \rangle$$

$$(Q_i \text{ Decrement } A Q_j) \text{ taking }\langle Q_i, A + 1, B \rangle \text{ to } \langle Q_j, A, B \rangle$$

$$(Q_i \text{ Decrement } B Q_j) \text{ taking }\langle Q_i, A, B + 1 \rangle \text{ to } \langle Q_j, A, B + 1 \rangle$$

$$(Q_i \text{ Zero-Test } A Q_j) \text{ taking }\langle Q_i, 0, B \rangle \text{ to } \langle Q_j, 0, B \rangle$$

$$(Q_i \text{ Zero-Test } B Q_j) \text{ taking }\langle Q_i, A, 0 \rangle \text{ to } \langle Q_j, A, 0 \rangle$$
for the lack of an explicit zero test transition, and the addition of “fork” transitions. Intuitively, \(Q_i \text{ Fork } Q_j, Q_k\) is an instruction which allows a machine in state \(Q_i\) to continue computation from both states \(Q_j\) and \(Q_k\), each computation continuing with the current counter values. For brevity in the following proofs, we emphasize two counter machines. However, there is no intrinsic reason to restrict the machines to two counters. All of our arguments and results generalize easily to \(N\) counters, for \(N \geq 2\). Formally, an And-Branching Two Counter Machine Without Zero-Test, or ACM for short, is given by a finite set \(Q\) of states, a finite set \(\delta\) of transitions, and distinguished initial and final states, \(Q_I\) and \(Q_F\), as described below.

An instantaneous description, or ID, of an ACM \(M\) is a finite list of ordered triples \((Q_i, A, B)\), where \(Q_i \in Q\), and \(A\) and \(B\) are natural numbers, each corresponding to a counter of the machine. Intuitively, a list of triples represents a set of machine configurations. One may think of an ACM state as some sort of parallel computation which terminates successfully only if all its concurrent computation fragments terminate successfully.

We define the accepting triple as \((Q_F, 0, 0)\). We also define an accepting ID as any ID where every element of the ID is the accepting triple. That is, every and-branch of the computation has reached an accepting triple. We say that an ACM \(M\) accepts from an ID \(s\) if and only if there is some computation from \(s\) to an accepting ID. It is essential for our encoding in linear logic that both counters be zero in all elements of an accepting ID.
step used in this section relies heavily on the cut-elimination procedure for linear logic without nonlogical axioms, first sketched by Girard in [30]. A very explicit proof of cut-elimination for full propositional linear logic also appears in Chapter 2 which some readers may find helpful to skim before continuing.

It should be noted that linear logic is not the only known undecidable propositional logic — propositional relevance logic is also undecidable [88]. However, the undecidability of these logics appear to arise in very different ways; linear logic fails to have a critical distributivity property used in the proof of undecidability of relevance logic, and relevance logic fails to have one of the key connectives used in the proof of undecidability of linear logic.

The encoding of an undecidable problem in linear logic hinges on the combination of three powerful mechanisms: resource accumulation, arbitrary reuse, and and-branching. In linear logic, $A, A$ is very different from $A$, and this allows us to represent counters in unary. Indefinitely reusable formulas such as $!(B \Rightarrow C)$, (or axioms of the form $B \vdash C$) may be used to implement machine instructions. The additive connectives $\&$ and $\oplus$ may be used to test a conjunction of properties of the simulated machine, such as whether a counter is zero, and if the rest of the computation can continue normally. Together this machinery is enough to encode recursively unsolvable problems in linear sequents.

3.1 And-Branching Two Counter Machines Without Zero-Test

In this section we describe nondeterministic two counter machines with and-branching but without a zero-test instruction. We show that these machines have a recursively unsolvable halting problem, and then we will show how the halting problem for these machines may be encoded as a decision problem in $\text{MALL}$, with nonlogical axioms corresponding to the machine instructions.

The machines described here are similar to standard two counter machines except
Chapter 3

Propositional Linear Logic is Undecidable

In this chapter we show that unlike most propositional logics, the decision problem for propositional linear logic is not recursively solvable. We study this problem through the use of nonlogical axioms in the fragment of linear logic without modal operators (MALL). Since this class of axioms may be encoded in full propositional linear logic, as shown in Chapter 2, undecidability of MALL with nonlogical axioms implies the undecidability of full propositional linear logic.

The proof of undecidability of MALL with nonlogical axioms consists of a reduction from the halting problem for a form of counter machine to a decision problem in linear logic. In more detail, we begin by extending propositional linear logic with theories whose (nonlogical) axioms may be used any number of times in a proof. We then describe a form of and-branching two-counter machine with an undecidable halting problem and show how to encode these machines in propositional linear logic with theories. Since the axioms of our theories must have a special form, we are able to show the faithfulness of this encoding using a natural form of cut-elimination in the presence of nonlogical axioms. To illustrate the encoding of two-counter machines, we present an example simulation of a simple computation in Section 3.3. On first reading, the reader may wish to jump ahead to that section since it demonstrates the basic mechanism used in the undecidability proof. Also, the crucial cut-standardization
2.8 Summary of Chapter

In this chapter, we have presented several proof theoretic results. These results are relatively minor extensions of theorems already in the literature of linear logic. However, the exact form of some of these theorems, such as cut-elimination, are used to develop richer proof theoretic tools, such as cut standardization (Lemma 2.7.10) in the presence of theory axioms. These results will be used as the basis for later theorems, such as the undecidability of full propositional linear logic.
This completes the discussion of the modifications to Lemma 2.3.2 necessary to handle nonlogical axioms. Fortunately, Lemma 2.3.3 and Theorem 2.3.4 then follow without modification (although the definition of degree has changed somewhat).

Therefore, given any proof of a sequent $\Theta \vdash \Gamma$ in theory $T$, we can construct a directed proof of $\Theta \vdash \Gamma$ in theory $T$.

The cut-elimination procedure in Section 2.3 introduces new rules of inference called $\text{Cut}!$ and $\text{Cut}\Gamma$. If we generalized axioms to allow $\Gamma$ and $!$ formulas in axioms, we would have to generalize the notion of directed proof to include cases involving $\text{Cut}!$ and $\text{Cut}\Gamma$, and a post-processing step would be required to transform all directed $\text{Cut}!$ and $\text{Cut}\Gamma$'s into a sequence of contractions followed by a single directed $\text{Cut}$, or perhaps simply into a sequence of $\text{Cuts}$. In any event, our axioms are restricted to small formulas so that any cut involving an axiom is always an application of $\text{Cut}$, never of $\text{Cut}!$ nor of $\text{Cut}\Gamma$. 
in the right hypothesis is an axiom, we apply the following transformation:

\[
\begin{array}{c}
\vdots \\
\Theta_1 \vdash \Sigma, C & \Theta_2 \vdash B, \Delta, p_i \\
\hline
\Theta_1, \Theta_2 \vdash \Sigma, (C \otimes B), \Delta, p_i & \Theta_3 \vdash \Gamma, p_i^{\uparrow T} \\
\Theta_1, \Theta_2, \Theta_3 \vdash \Sigma, (C \otimes B), \Delta, \Gamma \\
\downarrow
\end{array}
\]

This is simply a special case of the reduction given in case 2.3.1 in Section 2.3.

Also, as a second example, the reduction given for Identity is applicable even to the axiom case:

\[
\begin{array}{c}
\vdots \\
\Theta_2 \vdash B, \Delta, p_i & \Theta_3 \vdash \Gamma, p_i^{\uparrow T} \\
\Theta_1 \vdash \Sigma, C & \Theta_2, \Theta_3 \vdash B, \Delta, \Gamma \\
\Theta_1, \Theta_2, \Theta_3 \vdash \Sigma, (C \otimes B), \Delta, \Gamma \\
\end{array}
\]

Again, this is simply a special case of the reduction given in Section 2.3.

As a third and final example of specializations of reductions given in the appendix, the \( \top \) R rule also applies to axioms:

\[
\begin{array}{c}
\Theta_1 \vdash \top, \Sigma, p_i^{\uparrow T} & \Theta_2, \Theta_3 \vdash \Gamma^{\uparrow T} \\
\Theta_1, \Theta_2 \vdash \top, \Sigma, \Gamma \\
\Rightarrow 
\end{array}
\]

This is also simply a special case of the reduction given in the appendix.

Now, some simple analysis is required to show that there are no new cases of principal cuts involving axioms. If the cut in question is already directed, the cut has degree zero, by our modified definition, and thus we are done. Otherwise, by definition of axiom we know that the cut-formula is a negative atomic literal. There are only three rules where an atomic literal may be principal: Identity, 0 L., and \( \top \) R. However, all of these cases are handled by existent reductions (two of which are restated above). One should also note that since any cut involving two axioms must be directed, we needn’t provide a reduction for that case.
By case analysis, it may be seen that there is no proof of this conclusion sequent that doesn’t contain cut. However, we do obtain the following result:

**Lemma 2.7.10 (Cut Standardization)** If there is a proof of $\Theta \vdash \Delta$ in theory $T$, then there is a directed proof of $\Theta \vdash \Delta$ in theory $T$.

**Proof.** We modify the cut-elimination procedure defined in Section 2.3 in two ways. First we alter the definition of degree to ignore the measure of directed cuts. Formally, we say that if a cut is directed, its degree is zero. Second, we modify the procedure given in Lemma 2.3.2 to handle the extra cases brought about by the presence of axioms. We must allow all the reductions as stated in Appendix 2.3 to apply to the case when one of the premises is an axiom, but we need not introduce any truly novel reductions.

We will follow the notation used in Section 2.3, where $\textbf{Cut}*$ is used to ambiguously refer to the $\textbf{Cut}$ rule or the extra rule of inference introduced in the appendix called $\textbf{Cut}!$. Also, we will define all the formulas which appear in an axiom to be principal in that application of the axiom.

In Section 2.3 most of the reductions are given for some specific derivation versus any possible derivation. For example, all the non-principal cases are stated for any derivation of the “other” hypothesis of $\textbf{Cut}*$. Similarly, the Identity and $\top R$ rules are stated for any derivation of the “other” hypothesis. We simply now state that even if the other derivation involves an axiom, the reduction still applies.

For example, if the last rule applied in the left hypothesis is $\otimes$, and the last rule
induction on the number of axioms, cutting each one out in turn, we can derive $\Gamma \vdash \Delta$ in theory $T$.

Despite the fact that one can encode arbitrary theories in linear logic, as demonstrated above, the remainder of this thesis will focus on a specific subclass of propositional, nonmodal theories. The theories we will define below are sufficient to encode recursively unsolvable problems, but yet allow a great deal of control over the shape of proofs.

### 2.7.2 Cut Standardization

We now focus on a special class of linear theories, where every theory axiom contains at most one formula at top level which is not a negative literal. Recall that a positive literal is one of the given propositional symbols $p_i$ or $p_i^\perp$ which occurs with positive polarity, and a negative literal is one of these which occurs with negative polarity. Thus the class of theories of interest here contains linear logic sequents of the form $q_1, q_2, \ldots, q_n \vdash C, p_1^\perp, p_2^\perp, \ldots, p_n^\perp$ or of the form $q_1, q_2, \ldots, q_n, C \vdash p_1^\perp, p_2^\perp, \ldots, p_n^\perp$. For example, the sequents $q, r \vdash s, p^\perp, q, p \vdash (p \otimes q), p^\perp, (p \otimes p), q \vdash p^\perp$, and $\vdash p^\perp, q^\perp$ are all axioms in this class. However, $\vdash p_1, p_1$ and $(p_1 \otimes p_2), p_3^\perp \vdash$ are not.

A directed cut is one where at least one premise is an axiom in $T$, and the cut-formula in the axiom is not an atomic literal of negative polarity. We call any axiom premise of a directed cut where the cut-formula in that axiom is not a negative literal a principal axiom of that directed cut. By definition, all directed cuts have at least one principal axiom. A cut between two axioms is always directed, and if the cut-formula of such a cut is non-atomic, that cut has two principal axioms. A directed or standardized proof is a proof with all cuts directed.

When theories are added to linear logic the cut-elimination Theorem 2.3.4 no longer holds, due to the added axioms which may participate directly in cuts. Such cuts may never be removed: consider the nonlogical MALL theory consisting of two axioms: $p_1 \vdash p_2$ and $p_2 \vdash p_3$:

\[
\begin{array}{c}
p_1 \vdash p_2 \\ p_2 \vdash p_3 \text{Cut} \\
\hline
p_1 \vdash p_3
\end{array}
\]
of the conclusion sequent of the binary rule, to which we add an extra copy of \([T]\). Then we extend the proof further, adding one contraction step for each \([t_i]\) between that sequent and the original conclusion of that binary rule.

\[
\begin{align*}
\vdots & \quad \vdots \\
\Theta \vdash A, \Sigma & \quad \Gamma \vdash B, \Delta \quad \Rightarrow \quad \Theta, \Gamma \vdash \Sigma, (A \otimes B), \Delta \\
\Theta, \Gamma \vdash \Sigma, (A \otimes B), \Delta & \quad \Rightarrow \quad \Theta, \Gamma \vdash (A \otimes B), \Sigma, \Delta^C \quad C
\end{align*}
\]

Thus we have given a construction which builds a proof of \(\Theta, [T] \vdash \Sigma\) without any nonlogical axioms from a given proof of \(\Theta \vdash \Sigma\) using axioms from \(T\).

**Theorem 2.7.9 (Theory \(\leftarrow\))** For any finite set of axioms \(T\), \(\Gamma \vdash \Delta\) is provable in theory \(T\) if \(\Gamma, [T] \vdash \Delta\) is provable without nonlogical axioms.

**Proof.** Assuming we have a proof of \(\Gamma, [T] \vdash \Delta\), we immediately have a proof of \(\Gamma, [T] \vdash \Delta\) in theory \(T\), since any proof in pure linear logic is also a proof in the logic extended with axioms. We can also build proofs of \(\vdash [t_i]\) in the theory \(T\) for each axiom \(t_i\). By cutting these proofs against the given proof of \(\Gamma, [T] \vdash \Delta\), we obtain a proof of \(\Gamma \vdash \Delta\) in theory \(T\).

For each axiom \(t_i \equiv A_1, A_2, \cdots, A_n \vdash B_1, B_2, \cdots, B_m\), we may prove \(\vdash [t_i] \equiv\) \(!((A_1 \otimes A_2 \otimes \cdots \otimes A_n) -\circ (B_1 \otimes B_2 \otimes \cdots \otimes B_m))\) by several applications of \(\otimes \) \(L\), \(\otimes \) \(R\), one application of \(\neg \) \(R\), and one application of \(!S\), as follows.

\[
\begin{align*}
A_1, A_2, \cdots, A_n & \vdash B_1, B_2, \cdots, B_m^T \\
\vdots \\
A_1 \otimes A_2 \otimes \cdots \otimes A_n & \vdash B_1, B_2, \cdots, B_m^{\otimes L} \\
\vdots \\
A_1 \otimes A_2 \otimes \cdots \otimes A_n & \vdash B_1 \neg B_2 \neg \cdots \neg B_m^{\otimes R} \\
\vdash (A_1 \otimes A_2 \otimes \cdots \otimes A_n) -\circ (B_1 \otimes B_2 \otimes \cdots \otimes B_m)^{\otimes R} \\
\vdash !((A_1 \otimes A_2 \otimes \cdots \otimes A_n) -\circ (B_1 \otimes B_2 \otimes \cdots \otimes B_m)^{\otimes S}) \\
\end{align*}
\]

By cutting this proof against the given proof of \(\Gamma, [T] \vdash \Delta\), we obtain a proof of \(\Gamma, [T - \{t_i\}] \vdash \Delta\), where \(T - \{t_i\}\) is the multiset difference of \(T\) and \(\{t_i\}\). Thus by
does not use theory axioms (see below). For each leaf sequent which was originally an application of identity or 1 R, or $-L$, we extend the proof by adding weakenings for all the $!\ldbracket t_i \rbracket$ formulas. For each leaf sequent which consists of an application of $T$ R, or $0$ L, we simply add the $[T]$ formulas to the sequent. We then add $[T]$ to every sequent in the body of the entire proof tree. At every application of $\otimes R$, $\forall L$, $\neg\neg L$, and $\textbf{Cut}$, we extend the proof tree with contractions on each formula in $[T]$.

The first mentioned proof tree, of $\Theta, [T] \vdash \Sigma$, will be constructed from the proof tree for $\Theta, [t_i] \vdash \Sigma$. Since each formula in $[T]$ begins with $!$, we may weaken in the remainder of $[T]$, and thus with some number of weakening steps we have $\Theta, [T] \vdash \Sigma$. For example, if there are $k$ axioms, and $\Theta \vdash \Sigma$ is the axiom $t_1 = q_1 \vdash (q_2 \otimes a)$, then we know $[t_1] = !(q_1 \neg\neg(q_2 \otimes a))$. We then perform the following transformation:

$$
\frac{\frac{q_1 \vdash q_1}{q_1 \vdash (q_2 \otimes a)^T}}{q_1 \vdash (q_2 \otimes a)}
$$

For each leaf sequent which was originally an application of identity or 1 R, or $-L$, we weaken in all the $[t_i]$ formulas:

$$
\frac{\frac{p_i \vdash p_i}{[t_1], p_i \vdash p_i}}{[t_1], p_i \vdash p_i}
$$

We then continue by adding $[T]$ to every sequent in the entire proof tree. At every application of $\otimes R$, $\forall L$, $\neg\neg L$, and $\textbf{Cut}$, we extend the proof tree with an extra copy
2.7 Linear Logic Augmented With Theories

Essentially, a theory is a set of nonlogical axioms (sequents) that may occur as leaves of a proof tree. The use of theories described here is an extension of earlier work on multiplicative theories [39, 67].

The point of the extension of linear logic to encompass nonlogical theories is to highlight the difference between linear (non-! or mall) formulas and resusable (!, or theory axiom) formulas. Later we will see that theory axioms capture the behavior of machine instructions such as a Turing machine’s finite control, the transitions of a Petri net, or the transitions of a counter machine. The linear mall formulas appearing in a sequent represents the current state of a machine.

This section shows that nonlogical mall theories may be efficiently encoded in full propositional linear logic using the modal !. Thus one may study the computational significance of propositional linear logic by considering mall augmented with nonlogical theories, knowing that any result for this system will carry over to full propositional linear logic in the end.

2.7.1 Encoding mall Theories

We define the translation $[T]$ of a theory $T$ with $k$ axioms into a multiset of pure linear logic formulas by

$$[\{t_1, t_2, \cdots, t_k\}] = [t_1], [t_2], \cdots, [t_k]$$

where $[t_i]$ is defined for each axiom $t_i$ as follows:

$$[G_1, \cdots, G_n \vdash F_1, F_2, \cdots, F_m] \triangleq (G_1 \otimes \cdots \otimes G_n) \Rightarrow (F_1 \Rightarrow F_2 \Rightarrow \cdots \Rightarrow F_m))$$

**Theorem 2.7.8 (Theory ⇒)** For any finite set of axioms $T$, $\Gamma \vdash \Delta$ is provable in theory $T$ only if $\Gamma, [T] \vdash \Delta$ is provable without nonlogical axioms.

**Proof.** Given some proof of $\Gamma \vdash \Delta$ in theory $T$, we have a linear logic proof tree with axioms of $T$ at some leaves. For each leaf of the proof tree of the form $\Theta \vdash \Sigma$, where $\Theta \vdash \Sigma$ is some axiom $t_i$, we replace that leaf with a small proof of $\Theta, [T] \vdash \Sigma$ which
0 various examples
1 ⊢ (A ⊗ B), (A ⊗ B)
2 ⊢ (A & B), (¬ ⊗ T), A, B
3 ⊢ (A & B), (A ⊔ B)
4 ⊢ (1 & A), ΓA
5 ⊢ (!A & A), ΓA
6 ⊢ (A(t) & A(u), ∃x.A(x)
7 ⊢ ΓA, (A ⊔ A)
8 ⊢ !A ⊔ B, ΓA
9 ⊢ ∀y.(A(y) ⊔ B), ∃x.A(x)

Note that cases 4 and 5 are special: if we change the definition of permutable to “... if for any proof with C reduced immediately above C’ IN ALL HYPOTHESES, then there is a proof with C reduced immediately below C”, then 4 and 5 become permutable. Also, the impermutabilities involving Cut (labeled —) are sensitive to the exact definitions used: here the cut formula must be the same in the permuted proof, etc. With these definitions Cut versus & is special in the same sense as cases 4 and 5.

As a specific application of the above table of permutabilities, consider the following “invertability” property of the $\forall$ (right) rule.

**Proposition 2.6.7** If a sequent $\Gamma \vdash \Delta, (A \forall B)$ is provable in linear logic, then so is $\Gamma \vdash \Delta, A, B$.

The proof of this property is immediate from emptiness of the $\forall$ column in the array of permutabilities.
∀ must be instantiated lower in the proof tree than the ∃ in sequent 9 in classical as well as linear logic. However, classical logic enjoys all other possible permutabilities, while intuitionistic and linear logic have many impermutabilities.

Note that I, 1, and ⊤ are trivial cases, since they have no hypotheses. Also, !S is only rarely permutable, since it requires all other formulas to be prefixed with Γ, (although here only the !d formula is considered principal in an application of !S). In all permutable cases for !S, except versus ΓW and ΓC, the permutability is trivial. (There are no proofs with ⊗ immediately above !S where the principal formulas are not subformula of one another.)

<table>
<thead>
<tr>
<th></th>
<th>⊗</th>
<th>∀</th>
<th>&amp;</th>
<th>⊕</th>
<th>ΓW</th>
<th>ΓC</th>
<th>ΓD</th>
<th>!S</th>
<th>−</th>
<th>∀</th>
<th>∃</th>
<th>Cut</th>
</tr>
</thead>
<tbody>
<tr>
<td>⊗</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>∀</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&amp;</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>0</td>
<td>6</td>
<td>−</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>⊕</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ΓW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ΓC</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ΓD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>!S</td>
<td></td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>−</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>∀</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>∃</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cut</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2.6 Permutabilities of Linear Logic

In the previous section, the cut-elimination theorem was proved for linear logic. One may view a cut-free proof as the normal form of an infinite class of proofs with cut of the same formula. Thus the process of cut-elimination is often referred to as “proof normalization”. In this section we turn our attention to a set of more specific normal form theorems for linear logic proofs. Specifically, we present a set of permutability theorems which may be used to convert proofs into various normal forms. This work builds on that of Mints [77] and Andreoli and Pareschi [7].

This class of results may be proved by applying Girard’s sequentialization theorem from proof nets to the sequent calculus backward and forward [30], or by direct proof theoretic argument in the sequent calculus. The proofs in each case (using either method) are quite straightforward, and are omitted here.

Formally, the following is a list of some permutabilities and impermutabilities of linear logic. The table lists only the permutabilities for connectives as they appear on the right hand side of a sequent. From this one may easily extrapolate all possible permutabilities of two-sided linear logic, using the definition of negation to consider the behavior of the dual operator as it appears on the right.

A rule R for the main connective of a formula C is permutable below another rule R’ for the main connective of formula C’ (C not a subformula of C’) if for any proof with C analyzed immediately above C’, then there is a proof with C reduced immediately below C’. Using other terminology (see Bellin, for example), an inference R permutes below an inference R’ if and only if for any proof where R occurs immediately above R’, and the principal formula of R is not active in R’, there is a proof where R occurs immediately below R’. It is easiest to consider cut-free proofs, although one may also study permutabilities involving cut if one is careful with the definitions.

Any numeral in the following table should be read as “the connective of this column cannot always permute below the connective of this row”. For example, number 9 shows that ∃ cannot always permute below ∀. Example 9 is essentially the same example that shows quantifier impermutability in classical logic. That is,
It is easy to see that the subformula property is not true of proofs with cut: the formula $A$ in the hypotheses of Cut might not appear in the conclusion. The main historical interest in the subformula property is that it implies consistency of the logic.

2.5 Polarity

Another useful property of cut-free proofs is stated using polarity. We define the polarity of a formula to be the number of (implicit) negations that surround it. Formally, we define the polarity of a formula based on the following sets of transformations, beginning with $[\Sigma] \vdash [\Delta]^+$. 

\[
\begin{align*}
[A \rightarrow B]^+ &= [A]^+ \rightarrow [B]^+ \\
[A \odot B]^+ &= [A]^+ \odot [B]^+ \\
[\Sigma, A]^+ &= [\Sigma]^+, [A]^+ \\
[A^\perp]^+ &= ([A]^\perp)^\perp \\
[A \rightarrow B]^\perp &= [A]^+ \rightarrow [B]^\perp \\
[A \odot B]^\perp &= [A]^\perp \odot [B]^\perp \\
[\Sigma, A]^\perp &= [\Sigma]^\perp, [A]^\perp \\
[A^\perp]^\perp &= ([A]^+)^\perp
\end{align*}
\]

The polarity of an instance of a formula $A$ in a sequent $\Sigma \vdash \Delta$ is given by the sign of the superscript on $A$ in $[\Sigma]^\perp$ or $[\Delta]^+$. That is, if an instance of formula $A$ ends up as $[A]^+$, then it is of positive polarity. If an instance of formula $A$ ends up as $[A]^\perp$, then it is of negative polarity.

Polarity is preserved throughout cut-free proofs, as stated formally below.

**Lemma 2.5.6** If a formula $A$ has polarity $p$ in an occurrence in a sequent in a cut-free proof of $\Gamma \vdash \Delta$, then $A$ has polarity $p$ in $\Gamma \vdash \Delta$. 
By induction, we can produce proofs of $\Theta_1 \vdash \Gamma_1, A$ and $\Theta_2, A \vdash \Gamma_2$ of degree less than $d$. By a single application of Lemma 2.3.2 to the resulting proof constructed from the modified hypotheses, we obtain a proof of $\Theta \vdash \Gamma$ of degree less than $d$. ■

Theorem 2.3.4 (Cut-Elimination) If a sequent is provable in linear logic, then it is provable in linear logic without using the Cut rule.

Proof. By induction on the degree of the assumed proof. We may apply Lemma 2.3.3 at each inductive step, and at the base case the degree of the proof is zero, so therefore by definition of proof degree there are no cuts, and we have our desired cut-free proof. ■

Note that the proof can explode hyperexponentially in size during the cut-elimination process.

2.4 Subformula Property

We have demonstrated that all cuts may be eliminated from a proof, at the possible expense of increasing the size of the proof hyperexponentially. This normalization is worthwhile, however, since cut-free proofs have useful properties. One such property is the subformula property.

Corollary 2.4.5 (Subformula Property) Any formula of any sequent in any cut-free proof of $\Theta \vdash \Gamma$ is a subformula of $\Theta$ or $\Gamma$.

Proof. Each rule of linear logic except Cut has the property that every subformula of the hypotheses is also a subformula of the conclusion. For example, in the $\otimes$ R rule, any subformula of either hypothesis is either a subformula of $\Gamma_1, \Gamma_2, \Sigma_1, \Sigma_2, A$, or $B$. However, any such subformula is also a subformula of the conclusion. In fact, we may have “added” a subformula: $(A \otimes B)$ is a subformula of the conclusion, but might not be a subformula of the hypotheses.

Therefore, by induction on the size of proofs, we have that any subformula of any step of a cut-free proof of a sequent is a subformula of the original sequent. ■
1 R versus 1 L

\[
\begin{array}{c}
\vdots \\
\Theta \vdash \Gamma \\
\hline
\vdash I^R \\
\Theta, I \vdash \Gamma^L \\
\hline
\text{Cut} \\
\Theta \vdash \Gamma
\end{array}
\]

Again, we know that the Cut* involved here is Cut, since the formula 1 was just introduced, and does not begin with !_ or $\Gamma$.

This exhausts all the cases.

Thus, we have a procedure which given a proof which ends in Cut* of degree d, and which has no applications of Cut* in the proof of either hypothesis of degree greater than or equal to d, produces a proof of degree less than d.

**Lemma 2.3.3 (Lower-Degree-Cuts)** If a sequent is provable in linear logic with a proof of degree $d > 0$, then it is provable in linear logic with a proof of degree less than d.

**Proof.** By induction on the height of the derivation tree of the conclusion, we show that given any proof of degree $d$ of $\Theta \vdash \Gamma$ in propositional linear logic, we may find a (possibly much larger) proof of $\Theta \vdash \Gamma$ in linear logic of degree less than $d$.

We examine the proof of $\Theta \vdash \Gamma$. Since the degree of this proof is greater than zero, there must be some Cut* in the proof. If the last rule is not Cut*, then by induction we may form proofs of its hypotheses of degree less than $d$. Applying the same rule to the resulting reduced degree hypotheses produces the desired proof of degree less than $d$.

In the case that the last rule is Cut*, we have the following situation for some $\Theta_1$ and $\Theta_2$ which together (in multiset union) make up $\Theta$, and similarly for $\Gamma_1, \Gamma_2$ which make up $\Gamma$: (where at most one of $n, m$ is greater than one:

\[
\begin{array}{c}
\vdots \\
\Theta_1 \vdash \Gamma_1, A^n \\
\Theta_2, A^m \vdash \Gamma_2 \\
\hline
\text{Cut*} \\
\Theta \vdash \Gamma
\end{array}
\]

...
then we apply the same reduction as in the non-principal \( \otimes \) case (Section 2.3.1):

\[
\vdots \\
\Theta_1 \vdash \Sigma, A \quad \Theta_2, \! C^n \vdash B, \Delta \\
\Theta_1, \Theta_2, \! C^n \vdash \Sigma, (A \otimes B), \Delta \\
\Theta_1, \Theta_2, \! \Theta_3 \vdash \Sigma, (A \otimes B), \Delta, \mathbb{IT} \quad \mathfrak{Cut}^S \\
\Theta_1, \Theta_2, \! \Theta_3 \vdash \Sigma, (A \otimes B), \Delta, \mathbb{IT} \\
\vdots
\]

In the more complex case, when the cut-formulas descend from both hypotheses of \( \otimes \), we use the following reduction to push the cut above the \( \otimes \) rule.

\[
\vdots \\
\Theta_1, \! C^m \vdash \Sigma, A \quad \Theta_2, \! C^n \vdash B, \Delta \\
\Theta_1, \Theta_2, \! C^{n+m} \vdash \Sigma, (A \otimes B), \Delta \\
\Theta_1, \Theta_2, \! \Theta_3 \vdash \Sigma, (A \otimes B), \Delta, \mathbb{IT} \quad \mathfrak{Cut}^S \\
\Theta_1, \Theta_2, \! \Theta_3 \vdash \Sigma, (A \otimes B), \Delta, \mathbb{IT} \\
\vdots
\]

\[
\Theta_1, \! \Theta_3 \vdash \Sigma, \mathbb{IT}, A \\
\Theta_2, \! \Theta_3 \vdash B, \Delta, \mathbb{IT} \quad \mathfrak{Cut}^S \\
\Theta_1, \! \Theta_3 \vdash \Sigma, (A \otimes B), \Delta, \mathbb{IT} \quad \mathfrak{Cut}^S \\
\Theta_1, \Theta_2, \! \Theta_3 \vdash \Sigma, (A \otimes B), \Delta, \mathbb{IT} \\
\vdots
\]

\[
\Theta_1, \Theta_2, \! \Theta_3 \vdash \Sigma, (A \otimes B), \Delta, \mathbb{IT} \quad \mathfrak{Cut}^S
\]
the upper $\text{Cut}^*$, we use the following reduction:

$$
\vdots \vdots \vdots
\Theta_1, C^m \vdash \Sigma, A \quad \Theta_2, C^n, A \vdash \Delta
\overunder{\text{Cut}^*}{!\Theta_3 \vdash \Gamma, C}
\Theta_1, \Theta_2, C^n+m \vdash \Sigma, \Delta
\overunder{\text{Cut}^*}{!\Theta_3 \vdash \Gamma, C^S}
\Theta_1, \Theta_2, !\Theta_3 \vdash \Sigma, \Delta, \Gamma
$$

$$
\vdots \vdots \vdots
\Theta_1, C^m \vdash \Sigma, A \quad !\Theta_3 \vdash \Gamma, C
\overunder{\text{Cut}^*}{!\Theta_2, C^n \vdash \Delta, A}
\Theta_1, !\Theta_3 \vdash \Sigma, \Gamma, A
\overunder{\text{Cut}^*}{!\Theta_2, !\Theta_3 \vdash \Sigma, \Delta, \Gamma, \Gamma}
\vdots
\Theta_1, \Theta_2, !\Theta_3 \vdash \Sigma, \Delta, \Gamma
$$

$\otimes \text{ R versus } !\text{S}$

There are two possibilities here, which correspond to whether it is necessary to split a package into two pieces. The case where the package needs to be split is again one of the most tricky aspects of the entire cut-elimination procedure.

If $\text{Cut}^*$ is applied to formulas which may all be found in one hypothesis of $\otimes$, ...
**Cut**\(^*\) versus \(!S\)

There are two possibilities here, which correspond to whether it is necessary to split a package into two pieces. The case where the package needs to be split is one of the most tricky aspects of the entire cut-elimination procedure.

If the lower application of \(\text{Cut}\) is applied to formulas which may all be found in one hypothesis of the upper application of \(\text{Cut}\), then we apply the same reduction as in the non-principal \(\text{Cut}\) case (Section 2.3.1):

\[
\begin{array}{c}
\vdots \\
\Theta_1 \vdash \Sigma, A \\
\Theta_2, A, !C^n \vdash \Delta \\
\frac{\Theta_1, \Theta_2, !C^n \vdash \Sigma, \Delta}{\Theta_1, \Theta_2, \Sigma, \Delta, IT} \\
\Theta_3 \vdash \Pi, C \\
\frac{\Theta_1, \Theta_2, !\Theta_3 \vdash \Sigma, \Delta}{\Theta_1, \Theta_2, !\Theta_3 \vdash \Sigma, \Delta, IT} \\
\vdots \\
\Theta_2, A, !C^n \vdash \Delta \\
\frac{\Theta_1 \vdash \Sigma, A}{\Theta_1, \Theta_2, !\Theta_3, A \vdash \Delta, IT} \\
\Theta_3 \vdash \Pi, C \\
\frac{\Theta_2, !\Theta_3, A \vdash \Delta, IT}{\Theta_1, \Theta_2, !\Theta_3 \vdash \Sigma, \Delta, IT}
\end{array}
\]

In the more complex case, when the cut-formulas descend from both hypotheses of
following reduction:

\[
\begin{array}{c}
\vdots \\
\Theta_1, !A \vdash \Sigma, !A \\
\Theta_1, !A \vdash \Sigma
\end{array}
\quad
\begin{array}{c}
\vdots \\
!\Theta_2 \vdash IT, A
\end{array}
\quad
\begin{array}{c}
\vdots \\
\Theta_1, !\Theta_2 \vdash \Sigma, IT
\end{array}
\quad
\begin{array}{c}
\vdots \\
\Theta_1, !\Theta_2 \vdash \Sigma
\end{array}
\]

Note that the second case requires the duplication of the proof above the application of \( !S \). Since \( A \) has fewer symbols than \( !A \), the lower \textbf{Cut} in the second case is of degree smaller than \( d \). By induction, we may assume that the upper application of \textbf{Cut}! is reducible in degree.

\( !S \) versus \( !S \)

\[
\begin{array}{c}
\vdots \\
!\Theta_1, !A \vdash !\Sigma, B \\
\Theta_1, !A \vdash !\Sigma, !B^S
\end{array}
\quad
\begin{array}{c}
\vdots \\
!\Theta_2 \vdash IT, A \\
\Theta_2 \vdash IT, !A^S
\end{array}
\quad
\begin{array}{c}
\vdots \\
!\Theta_1, !\Theta_2 \vdash !\Sigma, IT, !B
\end{array}
\quad
\begin{array}{c}
\vdots \\
!\Theta_1, !\Theta_2 \vdash !\Sigma, IT
\end{array}
\quad
\begin{array}{c}
\vdots \\
!\Theta_1, !\Theta_2 \vdash IT, B
\end{array}
\quad
\begin{array}{c}
\vdots \\
!\Theta_1, !\Theta_2 \vdash IT, !B^S
\end{array}
\]

Here we appeal to the induction hypothesis to produce a proof degree less than \( d \) of \( !\Theta_1, !\Theta_2 \vdash !\Sigma, IT, B \), and then construct the desired proof from that.
!D versus !S

As for the previous !W versus !S case, here we have two cases, depending on whether the Cut* in question eliminates more than one occurrence of the cut-formula from the derelicted (!D) sequent. Again, informally, the two cases turn on the size of the package. If there is only one thing in the package, we simply make use of it, and throw away the wrapping. If there are more things in the package, we take one out, and move the smaller package along its way.

In the first case, the cut eliminates the one occurrence of the cut-formula introduced by the !D rule, and thus the following reduction applies:

\[
\frac{\Theta_1, A \vdash \Sigma \quad !\Theta_2 \vdash \Omega, A}{\Theta_1, !A \vdash \Sigma^{!D} \quad !\Theta_2 \vdash !\Omega, !A^{!S}}_{\text{Cut}^*} \left\downarrow \right. \\
\Theta_1, !\Theta_2 \vdash \Sigma, \Omega
\]

However, in the second case, where the cut is actually a Cut! and eliminates more than one occurrence of the cut-formula from the derelicted sequent, we perform the
introduced by the $!W$ rule, and thus this application of cut may be eliminated entirely:

$$
\vdots \\
\Theta_1 \vdash \Sigma \\
\Theta_1, !A \vdash \Sigma^W \\
\vdots \\
\Theta_1, !\Theta_2 \vdash \Sigma, IT \\
\Theta_1, !\Theta_2 \vdash \Sigma \\
\vdots \\
\Theta_1, !\Theta_2 \vdash \Sigma, IT
$$

However, the second possibility, where the Cut* is actually a Cut! and eliminates more than one occurrence of the cut-formula from the weakened sequent, we perform the following reduction:

$$
\vdots \\
\Theta_1 (!A)^{n+1} \vdash \Sigma \\
\Theta_1 (!A)^n \vdash \Sigma^W \\
\vdots \\
\Theta_1, !\Theta_2 \vdash \Sigma, IT \\
\Theta_1, !\Theta_2 \vdash \Sigma \\
\vdots \\
\Theta_1, !\Theta_2 \vdash \Sigma, IT
$$

In the first possibility we have our result immediately, since the Cut* has been eliminated. In the second possibility, we appeal to the induction hypothesis.

The $!W$ versus $!S$ case is similar.

$!C$ versus $!S$

In this case we make critical use of the Cut! rule. Without this extra rule of inference this reduction is especially difficult to formulate correctly, and the induction required is complicated.

$$
\vdots \\
\Theta_1, !A, !A \vdash \Sigma^C \\
\Theta_1, !A \vdash \Sigma^C \\
\vdots \\
\Theta_1, !\Theta_2 \vdash \Sigma, IT \\
\Theta_1, !\Theta_2 \vdash \Sigma \\
\vdots \\
\Theta_1, !\Theta_2 \vdash \Sigma, IT
$$

Here we know that the cut-formula begins with a $!$, and thus Cut! may apply to it. We thus produce a Cut! regardless of whether the original Cut* was a Cut or a Cut!.

The $!C$ versus $!S$ case is similar.
\&\ R \text{ versus } \&\ L

\[
\begin{array}{c}
\vdots \\
\Theta_1 \vdash \Sigma, A \\
\Theta_1 \vdash \Sigma, B \\
\Theta_2, A \vdash \Gamma \\
\Theta_1 \vdash \Sigma, (A \& B) \\
\Theta_2, (A \& B) \vdash \Gamma^{\&R} \\
\Theta_1, \Theta_2 \vdash \Sigma, \Gamma \\
\downarrow \\
\vdots \\
\Theta_1 \vdash \Sigma, A \\
\Theta_2, A \vdash \Gamma \\
\Theta_1, \Theta_2 \vdash \Sigma, \Gamma^{\&L} \\
\end{array}
\]

The symmetric case of \&\ L is similar, as are the two cases of \oplus\ R versus \oplus\ L, all of which are omitted. We need not appeal to the induction hypothesis, and the cut-formula does not begin with \(\Gamma\), and thus we know that \(\text{Cut}\Gamma\) does not apply, and similarly for ! and the \(\text{Cut}\!\) rule.

\textbf{!W versus !S}

For this and subsequent cases involving !S and !S, ‘packaging’ is a useful analogy. We build packages containing a number of contractions and a single \(\text{Cut}\!\) when we reduce principal cases involving !C versus !S. We shrink the package in cases of !W versus !S, and we actually use the contents of the package as cases of !D versus !S. We let packages pass by each other at cases of !S versus !S, and at cases of \(\text{Cut}\!\) versus !S and of \(\otimes\) versus !S we break one package into two. This same intuition applies to the dual case involving \(\Gamma\).

For this case, !W versus !S, there are two possibilities, depending on whether the cut in question eliminates more than one occurrence of the cut-formula from the weakened sequent. Informally, the possibilities turn on whether there is only one thing in the package. If so, we don’t need the package. If there are more things in the package, we shrink the package.

In the first possibility, the cut eliminates the one occurrence of the cut-formula
I versus any

If the last rule applied in either hypothesis is \( I \) (identity), then regardless of the rule applied in the other hypothesis we may remove the cut, and the application of identity:

\[
\begin{array}{c}
\vdots \\
p_i \vdash p_i \\
\Theta, p_i \vdash \Gamma \\
\end{array}
\qquad \Rightarrow 
\begin{array}{c}
\vdots \\
\Theta, p_i \vdash \Gamma \\
\end{array}
\]

The symmetric case (where \( p_i \) appears on the right in the non-axiom branch of the proof) is similar. Note that the identity axiom only applies to atomic propositions, and thus we know that \( \text{Cut}! \) and \( \text{Cut}\Gamma \) are inapplicable.

\( \otimes \) R versus \( \otimes \) L

\[
\begin{array}{ccc}
\vdots & \vdots & \vdots \\
\Theta_1 \vdash \Sigma, A & \Theta_2 \vdash B, \Delta & \Theta_3, A, B \vdash \Gamma \\
\Theta_1, \Theta_2 \vdash \Sigma, (A \otimes B), \Delta & \Theta_3, (A \otimes B) \vdash \Gamma^{\otimes L} \\
\Theta_1, \Theta_2, \Theta_3 \vdash \Sigma, \Gamma, \Delta \\
\end{array}
\]

\[
\begin{array}{ccc}
\vdots & \vdots & \vdots \\
\Theta_2 \vdash B, \Delta & \Theta_3, A, B \vdash \Gamma \\
\Theta_1 \vdash \Sigma, A & \Theta_2, \Theta_3, B \vdash \Gamma, \Delta & \Theta_1, \Theta_2, \Theta_3 \vdash \Gamma, \Delta, \Sigma \\
\end{array}
\]

In this case, as in most of the principal formula cut-elimination steps, we need not appeal to the induction hypothesis of this lemma. We have eliminated the \( \text{Cut} \) of degree \( d \), and replaced it with two applications of \( \text{Cut} \) of degree smaller than \( d \).

The case of \( \forall \) R versus \( \forall \) L is similar to this one, and is omitted.
Section 2.3.2. Otherwise, we know the formula does not begin with $\Gamma$ on the right or
! on the left, and thus the lower $\text{Cut}^*$ must actually be $\text{Cut}$.

\[
\begin{array}{ccc}
\vdots & \vdots & \vdots \\
\Theta_1 \vdash \Sigma, A, C & \Theta_2, C \vdash \Gamma & \text{Cut}^* \\
\hline
\Theta_1, \Theta_2 \vdash \Sigma, A, \Gamma & \Theta_3 \vdash \Delta, A^\perp & \text{Cut} \\
\vdots & \vdots & \vdots \\
\Theta_1 \vdash \Sigma, A, C & \Theta_3 \vdash \Delta, A^\perp & \text{Cut} \\
\hline
\Theta_1, \Theta_2, \Theta_3 \vdash \Sigma, \Delta, \Gamma \\
\end{array}
\]

Here we know that the number of symbols in the formula $A$ is $d$, and the number
of symbols in the formula $C$ is less than $d$. Thus by induction we know that we can
construct a proof of degree less than $d$ of $\vdash \Sigma, \Delta, C$, and from that we can construct
our desired proof of $\Theta_1, \Theta_2, \Theta_3 \vdash \Sigma, \Delta, \Gamma$.

2.3.2 Cut of principal formulas

If the proof of each hypothesis ends in a rule with the cut formula as its principal
formula, then the two last rules above the cut must be one of these combinations: $I$
versus any, $\otimes R$ versus $\otimes L$, $\exists R$ versus $\exists L$, $\& R$ versus $\& L$, $\oplus R$
versus $\oplus L$, $I W$ versus $! S$, $IC$ versus $! S$, $ID$ versus $! S$, $! S$ versus $! S$, $\text{Cut}^*$
versus $! S$, $\otimes$ versus $! S$, or $-$ versus 1. Since all formulas in the conclusion of $! S$
are considered principal, the analysis of $! S$ at this stage of the proof is rather complex.

In many of these cases, we know that the $\text{Cut}!$ and $\text{Cut} \Gamma$ rules are inapplicable,
since the cut-formula has just been introduced, and it does not begin with $a !$ or $\Gamma$.
When we know this, we will disambiguate the reduction, and show the applications
of $\text{Cut}$, $\text{Cut} \Gamma$ and $\text{Cut}!$ separately.
\[ \Gamma C \text{ or } !C \]

\[
\begin{align*}
\vdash & \; \Theta_1 \vdash \Sigma, A, \Gamma B, \Gamma B^C \Sigma C \quad \vdash & \; \Theta_1 \vdash \Sigma, A, \Gamma B \\
\vdash & \; \Theta_2 \vdash \Gamma, A^\perp \\
\vdash & \; \Theta_1, \Theta_2 \vdash \Sigma, \Gamma, \Gamma B \\
\end{align*}
\]

\[
\begin{align*}
\vdash & \; \Theta_1 \vdash \Sigma, A, \Gamma B, \Gamma B^C \Sigma C \\
\vdash & \; \Theta_1, \Theta_2 \vdash \Sigma, \Gamma, \Gamma B \\
\end{align*}
\]

\[ \Gamma D \text{ or } !D \]

\[
\begin{align*}
\vdash & \; \Theta_1 \vdash \Sigma, A, B \\
\vdash & \; \Theta_1 \vdash \Sigma, A, \Gamma B^D \\
\vdash & \; \Theta_2 \vdash \Gamma, A^\perp \\
\vdash & \; \Theta_1, \Theta_2 \vdash \Sigma, \Gamma, \Gamma B \\
\end{align*}
\]

\[
\begin{align*}
\vdash & \; \Theta_1 \vdash \Sigma, A, B \\
\vdash & \; \Theta_1, \Theta_2 \vdash \Sigma, \Gamma, B \\
\end{align*}
\]

\[ \dashv R \text{ or } \vdash L \]

\[
\begin{align*}
\vdash & \; \Theta_1 \vdash \Sigma, A \\
\vdash & \; \Theta_1 \vdash \Sigma, A, -^L R \\
\vdash & \; \Theta_2 \vdash \Gamma, A^\perp \\
\vdash & \; \Theta_1, \Theta_2 \vdash \Sigma, \Gamma, - \\
\end{align*}
\]

\[
\begin{align*}
\vdash & \; \Theta_1 \vdash \Sigma, A, \Gamma^L R \\
\vdash & \; \Theta_1, \Theta_2 \vdash \Sigma, \Gamma, \Gamma \\
\end{align*}
\]

\[ \top R \text{ or } \bot L \]

\[
\begin{align*}
\vdash & \; \Theta_1 \vdash \Sigma, A, \top^R R \\
\vdash & \; \Theta_2 \vdash \Gamma, A^\perp \\
\vdash & \; \Theta_1, \Theta_2 \vdash \Sigma, \Gamma, \top \\
\end{align*}
\]

\[
\begin{align*}
\vdash & \; \Theta_1 \vdash \Sigma, \Gamma, \top^R R \\
\end{align*}
\]

**Cut**

If the proof of one hypothesis ends in \textbf{Cut*}, then we know that it has degree less than \(d\), by the hypothesis of this lemma. If the cut-formula of the lower degree \(d\) application of \textbf{Cut*} begins with \(\Gamma\) on the right or \(!\) on the left, then it is considered principal (by definition) in the upper application of \textbf{Cut*}, and will be handled in
\& R or \& L

It is the elimination of this type of cut (among others) which may lead to an exponential blowup in the size of cut-free proofs.

\[
\begin{array}{c}
\vdots \\
\Theta_1 \vdash \Sigma, A, C \\
\Theta_2, C \vdash \Gamma \\
\Theta_1 \vdash \Sigma, (A \& B), C \\
\Theta_2, C \vdash \Gamma \\
\Theta_1, \Theta_2 \vdash \Sigma, (A \& B), \Gamma \\
\end{array}
\]

The increase in proof size comes from replicating the entire proof tree above \( \Theta_2, C \vdash \Gamma \). Note that even though there are now two cuts instead of one, we may assume that both may be reduced in degree to less than \( d \) by induction on the size of the derivations. That is, there are fewer proof rules applied above each \( \text{Cut}^* \) than there were above the single application of \( \text{Cut}^* \) originally.

\textbf{!W or !W}

For this and the remaining cases, we omit discussion and simply indicate the reduction:

\[
\begin{array}{c}
\vdots \\
\Theta_1 \vdash \Sigma, A \\
\Theta_1 \vdash \Sigma, A, \Gamma B^W \\
\Theta_2 \vdash \Gamma, A^\perp \\
\Theta_1, \Theta_2 \vdash \Sigma, \Gamma B \\
\Theta_1 \vdash \Sigma, A, \Gamma B^W \\
\Theta_1, \Theta_2 \vdash \Sigma, \Gamma B^W \\
\end{array}
\]

\[
\begin{array}{c}
\vdots \\
\Theta_1 \vdash \Sigma, A \\
\Theta_2 \vdash \Gamma, A^\perp \\
\Theta_1, \Theta_2 \vdash \Sigma, \Gamma B^W \\
\Theta_1 \vdash \Sigma, A \\
\Theta_2 \vdash \Gamma, A^\perp \\
\Theta_1, \Theta_2 \vdash \Sigma, \Gamma B^W \\
\end{array}
\]

\[
\begin{array}{c}
\vdots \\
\Theta_1 \vdash \Sigma, A, \Gamma B^W \\
\Theta_2 \vdash \Gamma, A^\perp \\
\Theta_1, \Theta_2 \vdash \Sigma, \Gamma B^W \\
\end{array}
\]

\[
\begin{array}{c}
\vdots \\
\Theta_1 \vdash \Sigma, A, A^\perp \\
\Theta_2 \vdash \Gamma, A^\perp \\
\Theta_1, \Theta_2 \vdash \Sigma, \Gamma B^W \\
\end{array}
\]
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∀ R or ⊗ L

If the last rule applied in one hypothesis is ∀ R, and the cut-formula is not the main formula introduced by that application of ∀ R, then we may propagate the Cut* upward, through the application of ∀ R:

\[
\vdots
\]

\[\Theta_1 \vdash \Sigma, A, B, C \quad \vdots \]

\[\Theta_1 \vdash \Sigma, (A \forall B), C \ \forall R \quad \Theta_2, C \vdash \Gamma \]

\[\Theta_1, \Theta_2 \vdash \Sigma, (A \forall B), \Gamma \quad \text{Cut*} \]

Again, the proof above the Cut* is smaller after this transformation, and thus by induction we have our result.

⊕ R or & L

Applications of Cut* involving the two symmetric ⊕ R rules (where the cut-formula is not principle, that is, not introduced by this application of ⊕ R) may be eliminated in similar ways:

\[
\vdots
\]

\[\Theta_1 \vdash \Sigma, A, C \quad \vdots \]

\[\Theta_1 \vdash \Sigma, (A \oplus B), C \oplus R \quad \Theta_2, C \vdash \Gamma \]

\[\Theta_1, \Theta_2 \vdash \Sigma, (A \oplus B), \Gamma \quad \text{Cut*} \]

The second case of this rule is the same except the conclusion would contain the formula \((B \oplus A)\), instead of the formula \((A \oplus B)\) seen above.
with \( \Gamma \), then we may propagate the \textbf{Cut}*/ upward, through the application of \( \otimes \):

\[
\vdots \\
\Theta_1 \vdash \Sigma, A \quad \Theta_2 \vdash B, \Delta, C \\
\Theta_1, \Theta_2 \vdash \Sigma, (A \otimes B), \Delta, C \quad \Theta_3, C \vdash \Gamma \\
\Theta_1, \Theta_2, \Theta_3 \vdash \Sigma, (A \otimes B), \Delta, \Gamma \\
\Downarrow \\
\vdots \\
\Theta_1 \vdash \Sigma, A \\
\Theta_2 \vdash B, \Delta, C \\
\Theta_3, C \vdash \Gamma \\
\Theta_1, \Theta_2, \Theta_3 \vdash \Sigma, (A \otimes B), \Delta, \Gamma \\
\otimes \textbf{R} \\
\textbf{Cut}
\]

For the rules such as \( \otimes \textbf{R} \) with two hypotheses, we give the reduction for the case where the non-principal cut-formula appears in the right hand hypothesis of the \( \otimes \) rule, and appears in one specific position in that sequent. The symmetric case of the cut-formula appearing in the left hypothesis is very similar, and is always omitted. Since exchange is considered built-in to the system, sequents are considered multisets. Thus the exact position of formulas in sequents is unimportant. (Note that in noncommutative linear logic the relative position becomes vitally important.)

The proof ending in \textbf{Cut} after this transformation is smaller than the original proof, since the entire proof of \( \Theta_1 \vdash \Sigma, A \), and the last application of \( \otimes \textbf{R} \) are no longer above the \textbf{Cut}. Thus by induction on the size of proofs, we can construct the desired proof of degree less than \( d \).

Note that the \textbf{Cut}! and \textbf{Cut}!\( \Gamma \) rule only applies to formulas which begin with \( ! \) or \( \Gamma \), and thus this reduction, which is only used if the cut-formula does not begin with \( \Gamma \) or \( ! \), applies only to \textbf{Cut} and not to \textbf{Cut}! or \textbf{Cut}!\( \Gamma \). Thus, we have disambiguated this case, and write only \textbf{Cut}. Transformations are later presented in terms of \textbf{Cut}*, in order to cover all three possibilities simultaneously. The reductions given later (in Section 2.3.2) handle the case of \textbf{Cut}! and \textbf{Cut}!\( \Gamma \).
1. The cut-formula is not principal in one or both hypotheses.

2. The cut-formula is principal in both hypotheses.

In each case we will provide a reduction, which may eliminate the cut entirely, or replace it with one or two smaller cuts. Since this is a proof by induction on the size of a derivation, one may view this proof as a procedure which pushes applications of \textbf{Cut} of large degree up a derivation. Informally, this procedure pushes applications of \textbf{Cut} up through proof rules where the cut-formula is non-principal, until the critical point is reached where the cut-formula is principal in both hypotheses. In Girard's proof of cut-elimination for linear logic using proof nets, the non-principal cases are circumvented by following proof links. In both approaches, however, the principal cases require significant detailed analysis.

### 2.3.1 Cut of non-principal formulas

If the derivation of a hypothesis ends in a rule yielding a non-principal cut-formula, then the rule must be one of the following: $\otimes R$, $\otimes L$, $\forall R$, $\forall L$, $\oplus R$, $\oplus L$, $\& R$, $\& L$, $\mid W$, $\mid C$, $\mid D$, $\mid \neg W$, $\mid C$, $\mid D$, $\neg R$, $\neg L$, $\top R$, $\top L$, $\bot L$, or \textbf{Cut}. The rules $\top I$, $\top S$, $\bot S$, $\neg L$, and $\bot R$ are absent from this list since those rules have no non-principal formulas in their conclusions. The later analysis of principal formula cuts considers these three cases. Also, most of the following cases come in two directly analogous cases, such as $\otimes R$ vs $\forall L$. We will only present one of each such pair of cases.

#### $\otimes R$, or $\forall L$

If the last rule applied in one hypothesis is $\otimes R$, the cut-formula is not the main formula introduced by that application of $\otimes R$, and the cut-formula does not begin...
Recall that the principal formula of an application of an inference rule is defined to be any formula which is introduced by that rule. For convenience, we extend the notion of principal formula in the following nonstandard ways. We will consider any formula beginning with $\Gamma$ appearing on the right side, and any formulas prefixed with $!$ on the left of the conclusion of the $!S$, $\times R$, $\forall L$, $\neg L$, or $\text{Cut}^*$ rules to be principal. By this definition all formulas in the conclusion of $!S$ are principal, and the only rule in which a formula beginning with $!$ may be principal on the right hand side is $!S$. This definition of principal formula simplifies the structure of the following proof somewhat.

Operationally, the cut-elimination procedure defined below first finds one of the "highest" cuts of maximal degree in the proof. That is, an application of $\text{Cut}^*$ for which all applications of $\text{Cut}^*$ in the derivation of either hypothesis is of smaller degree. Then a reduction is applied to that occurrence of $\text{Cut}^*$, which simplifies or eliminates it, although it may replicate some other portions of the original proof. We iterate this procedure to remove all cuts of some degree, and then iterate the entire procedure to eliminate all cuts. In this way, any linear logic proof may be normalized into one without any uses of the $\text{Cut}$, $\text{Cut}!$ or $\text{Cut}^*$ rules, at the possible expense of an (worse than) exponential blowup in the size of the resulting proof tree.

Technically, we begin with a lemma which constitutes the heart of the proof of cut-elimination. Although the proof of this lemma is rather lengthy, the reasoning is straightforward, and the remainder of the proof of cut-elimination is quite simple.

**Lemma 2.3.2 (Reduce One Cut)** Given a proof of the sequent $\Theta \vdash \Gamma$ in linear logic which ends in an application of $\text{Cut}^*$ of degree $d > 0$, and where the degree of the proofs of both hypothesis is less than $d$, we may construct a proof of $\Theta \vdash \Gamma$ in linear logic of degree less than $d$.

**Proof.** By induction on the number of proof rules applied in the derivation of $\Theta \vdash \Gamma$.

Given a derivation which ends in a $\text{Cut}^*$, we perform case analysis on the rules which were applied immediately above the $\text{Cut}^*$. One of the following cases must apply to any such derivation:
As mentioned in the last section, \((\Gamma A)^n\) denotes a multiset of formulas. For example, \((\Gamma A)^3 = \Gamma A, \Gamma A, \Gamma A\). As stated in the side condition, the \textbf{Cut!} and \textbf{Cut}\(\Gamma\) rules are only applicable when \(n\) is at least 1.

We will use the symbol "\textbf{Cut}^*" as a general term for the original \textbf{Cut} rule or the new \textbf{Cut!} and \textbf{Cut}\(\Gamma\) rules ambiguously. These new rules of inference are derivable; they may be simulated by several applications of contraction (\textbf{!C} or \textbf{!}C) and one application of the standard \textbf{Cut} rule. The original \textbf{Cut} rule coincides with \textbf{Cut!} (or \textbf{Cut}\(\Gamma\)) when \(n = 1\). Adding these extra derived rules of inference simplifies the termination argument substantially by packaging together some number of contractions with the cut that eliminates the contracted formula. This package is only opened when the contracted formulas are actually used with the application of the \textbf{!D} or \textbf{!}D rules, thrown away by the \textbf{!W} or \textbf{!}W rules, or split into two packages by the \(\otimes\) \textbf{R}, \(\forall\) \textbf{L}, \(\neg\) \textbf{L}, \textbf{Cut}^* rules.

We will call a formula which appears in a hypothesis of an application of \textbf{Cut}^*, but which does not occur in the conclusion a \textit{cut-formula}. In the list of linear logic rules in Appendix A the cut-formula in the \textbf{Cut} rule is the formula named \(A\), and in the \textbf{Cut!} and \textbf{Cut}\(\Gamma\) rules above, the cut-formulas are \textbf{!}A and \(\Gamma A\).

We also define the \textit{degree} of a \textbf{Cut}^* to be the number of symbols in its cut-formula. For concreteness, we define here what is meant by number of symbols. We will consider each propositional symbol \(p_i\) to be a single symbol. We also consider the negation of each propositional symbol \(p_i^\perp\) to be a single symbol. Finally, we count each connective and constant, \(\otimes, \forall, \oplus, \&; \Gamma, \textbf{!}, \textbf{!}, \neg, 0, \top\), as a single symbol, but do not count parentheses. It is important to note that negation is defined, and therefore is not a connective. This method of accounting has the pleasant property that any linear logic formula \(A\) and its negation \(\neg A\) have exactly the same number of symbols. (One may prove this by induction on the structure of the formula \(A\)). Thus it does not matter which cut-formula we count when determining the degree of a cut. We also define the \textit{degree} of a proof to be the maximum degree of any cut in the proof, or zero if there are no cuts.
2.3 Cut Elimination

The cut-elimination theorem, in general, states that whatever can be proven in the full version of a logic may also be proven without the use of the cut rule. This theorem is fundamental to linear logic, and was proven by Girard shortly after the introduction of the logic by presenting a cut-elimination procedure for proof nets [30]. Since Girard demonstrated the correspondence between proof nets and the sequent calculus presentation of linear logic, we could have relied on Girard’s proof of cut-elimination. However, in later proofs, we make use of the syntax and exact form of a cut-elimination procedure for the sequent calculus formulation of linear logic. Girard’s use of proof nets, and his reliance on the one-sided version of linear logic complicates the construction of our later theorems. Thus a full cut-elimination proof is given here.

The following demonstration of the cut-elimination theorem consists of a linear logic proof normalization procedure which slowly eliminates cuts from any linear logic proof. The procedure may greatly increase the size of the proof, although of course it will still be a proof of the same sequent. For technical reasons, we add derived rules of inference, Cut! and CutΓ, which simplify the proof of termination. We then give a set of reductions which apply to proofs which end in Cut, Cut!, or CutΓ, and using these we eliminate all uses of Cut, Cut!, and CutΓ from a proof.

The proof structure is very close to the well known proofs of cut-elimination in classical logic [36], but is complicated by the extra information which must be preserved in a linear proof. The Cut! and CutΓ rules defined below are reminiscent of Gentzen’s MIX rule [29], and serve the same purpose, which is to package together certain inference rules. As in Gentzen’s work, we add these extra rules, and then show that they (along with Cut) may be eliminated entirely from any proof. Thus we show that these new rules and Cut are redundant in linear logic.

Let us begin with some definitions. First, we define the following new rules of inference,

\[
\text{Cut!} \quad \Theta \vdash \Sigma_1 ! A \quad \Gamma, (A^n) \vdash \Delta \\
\Theta, \Gamma \vdash \Sigma, \Delta \quad n \geq 1
\]
For a time it was conjectured that classical linear logic is conservative over ILL for formulas without the $-$ constant, but the following counterexample, due to Harold Schellinx, shows there to be other cases of non-conservativity as well: 

$((A \rightarrow B) \rightarrow \emptyset) \rightarrow (A \otimes \top)$.

However, conservativity does hold for fragments of ILL which do not include either false constant ($-$ or $0$), and conservativity also holds for fragments of ILL without $\neg$. 

**Theorem 2.2.1 (Conservativity)** ILL is conservative over ILL for sequents not containing $-$ or $0$. ILL is also conservative over ILL for sequents not containing $\neg$.

This theorem may be proven by induction on the assumed cut-free ILL proofs. Essentially, one can show that any cut-free ILL proof of a sequent meeting the above restrictions satisfies the intuitionistic restriction to at most one formula on the right throughout. The only interesting inductive steps are for the false constants and $\neg$ I. In the first statement of the proof, if a proof ends in $\neg$ I, then either the ILL application of $\neg$ I matches the intuitionistic rule for $\neg$ I, in which case we can immediately appeal to the induction hypothesis, or one of the hypotheses has an empty consequent, or right hand side of the $\vdash$. In the later case, one appeals to the property that for sequents satisfying the above syntactic constraints, no sequent $\Gamma \vdash$ is provable in ILL.

The bottom line here is that classical linear logic ILL is conservative over intuitionistic linear logic ILL only if one completely eliminates negation. Negation is first present in the rules for $\perp$ which allow formulas to move from one side of a sequent to another. For example, the formula $(A \perp \neg B \perp) \rightarrow (B \neg A)$ is provable in ILL (utilizing $\perp$) but not in ILL. Negation may also be implicitly recovered with the use of $\neg$ and either $0$ or $-$ (the two flavors of *false*). Conservativity holds if none of these kinds of negation arise, which may be ensured by eliminating $\perp$ and $\neg$, or $\perp$ and $0$ and $\neg$.
\[
\begin{array}{lll}
\text{I} & A \vdash A & \Sigma \vdash A, \Gamma \vdash B \\
\text{E Left} & \Gamma_1, A, B, \Gamma_2 \vdash C & \Sigma, \Gamma \vdash B \\
\otimes L & \Sigma, A, B \vdash C & \Sigma \vdash A, \Gamma \vdash B \\
\text{E Right} & \Sigma, (A \otimes B) \vdash C & \Sigma, \Gamma \vdash (A \otimes B) \\
\neg L & \Sigma \vdash A, \; \Gamma, B \vdash C & \Sigma, A \vdash B \\
\Sigma, (A \neg B) \vdash C & \Sigma \vdash (A \neg B) & \neg \Gamma \\
\oplus L & \Sigma, A \vdash C, \Sigma, \Gamma \vdash C & \Sigma \vdash A, \Sigma \vdash B, \Sigma \vdash (A \oplus B) \\
\Sigma, (A \oplus B) \vdash C & \Sigma \vdash (A \oplus B) & \& R \\
\& L_1 & \Sigma, (A \& B) \vdash C & \Sigma \vdash A \\
\Sigma, \Gamma \vdash A & \Sigma \vdash (A \& B) & \& R_1 \\
\& L_2 & \Sigma, B \vdash C & \Sigma \vdash B \\
\Sigma, (A \& B) \vdash C & \Sigma \vdash (A \oplus B) & \& R_2 \\
\text{WL} & \Sigma \vdash A & \Sigma, !B \vdash A \\
\text{DL} & \Sigma, A \vdash B & \Sigma \vdash A, \Gamma A \\
\text{CL} & \Sigma, !A \vdash B & \Sigma \vdash !A, \Gamma B \\
\text{SL} & \Sigma, A \vdash \Gamma B & \Sigma \vdash A \\
\Sigma, \Gamma A \vdash \Gamma B & \Sigma \vdash A \\
\text{IL} & \Sigma \vdash A & \Sigma, 0 \vdash A \\
\text{IR} & \Sigma \vdash \top & \top R \\
\end{array}
\]

Figure 2.1: Sequent Calculus Rules for Intuitionistic Linear Logic (ILL)
in Figure 1.1, as classical linear logic, or CLL, to emphasize the distinction between intuitionistic and classical versions of linear logic.

The Gentzen-style inference rules for intuitionistic linear logic (ILL) given below in figure 2.1 are reproduced in Appendix B for convenience [4].

Note that the rule for \( \rightarrow R \), among others, is severely restricted in the intuitionistic calculus.

A somewhat unexpected result is that CLL is not conservative over ILL, even for conclusion sequents which satisfy the intuitionistic restriction of one formula on the right hand side. For example, consider the formula \(((A \rightarrow (B \rightarrow )) \rightarrow A) \rightarrow (B \Rightarrow A)\).

In considering a cut-free proof of this formula, we have no choice but to construct the following partial proof:

\[
\vdash (((A \rightarrow (B \rightarrow )) \rightarrow A) \rightarrow (B \Rightarrow A)) \rightarrow R
\]

In CLL, one can complete the proof as follows:

\[
\begin{array}{c}
A \vdash A' \\
B \vdash B'
\end{array}
\]

\[\begin{array}{c}
A, B \vdash A \otimes B
\end{array}\]

\[\begin{array}{c}
A, B \vdash \rightarrow R, A \otimes B
\end{array}\]

\[\begin{array}{c}
A \vdash (B \rightarrow A), A \otimes B \rightarrow R
\end{array}\]

\[\begin{array}{c}
\vdash (A \rightarrow (B \rightarrow )) \rightarrow (A \otimes B) \rightarrow R
\end{array}\]

However, in ILL the critical \( \rightarrow L \) inference is not available, and it can be shown that this sequent is not provable in ILL. The same problem arises with the simpler example \(((A \rightarrow A) \rightarrow A)\):

\[\begin{array}{c}
A \vdash A'
\end{array}\]

\[\begin{array}{c}
A \vdash \rightarrow R, A
\end{array}\]

\[\begin{array}{c}
\vdash (A \rightarrow A), A \rightarrow R
\end{array}\]

\[\begin{array}{c}
\vdash (((A \rightarrow A) \rightarrow A) \rightarrow A) \rightarrow R
\end{array}\]
to be constructed out of multisets of formulas on each side of the \( \vdash \). This alteration to the sequent calculus is similar to the standard use of sets on both sides of a \( \vdash \) in classical and intuitionistic logic, but in linear logic the multiplicity of formulas is of crucial importance, while it is completely unimportant in classical logic. Assuming that sequents are built from multisets rather than sequences of formulas, one simply ignores all applications of the exchange rule. For the majority of this thesis we will make this assumption, although when noncommutative linear logic is considered a great deal more care will be taken with such matters.

As is relatively standard, \( C^n \) will be used to indicate a sequence of \( n \) \( C \)'s, separated by commas, as follows:

\[
C^n \triangleq C, C, \ldots, C^n
\]

Since \( p^\downarrow \) is an atomic symbol, the notation \( p^\downarrow^3 \) will be used for \( (p^\downarrow)^3 \), which is simply \( p^\downarrow, p^\downarrow, p^\downarrow \).

We define a positive literal to be one of the given propositional symbols \( p_i \) or \( p_i^\downarrow \) which occurs with positive polarity. A negative literal is one of these symbols which occurs with negative polarity.

The class of subformulas of a given formula or sequent is defined by the following: \( A \) is a subformula of \( B \). If \( A \) is a subformula of \( B \), then \( A \) is also a subformula of the following formulas: \( \Gamma B, \Gamma B, B \otimes C, C \otimes B, B \exists C, C \exists B, B \rightarrow C, \) and \( C \rightarrow B \). Also, \( A\{t/x\} \) for any \( t \) is a subformula of \( \forall x A \) and \( \exists x A \). If \( A \) is a subformula of \( B \), then \( A \) is also a subformula of the sequents \( \Sigma \vdash \Gamma_1, B, \Gamma_2 \) and \( \Sigma_1, B, \Sigma_2 \vdash \Gamma \).

### 2.2 Intuitionistic Linear Logic

The intuitionistic version of linear logic (ILL) is generated by restricting sequents to include at most formula on the right hand side of the \( \vdash \), and removing the rules for \( ^\downarrow \) which allow formulas to move from one side of a sequent to another. Standard intuitionistic logic may also be developed from classical logic in a similar way. In linear logic, however, there are some interesting twists which must be considered. To be clear, for the remainder of this section we will refer to linear logic, as defined above
Chapter 2

Linear Proof Theory

Below is a brief presentation of the more foundational concepts of linear logic and proof theory necessary for the remainder of this thesis. The reader wishing more detailed discussion of this introductory material is referred to [29, 51, 30].

2.1 Basic Properties of Linear Logic

As mentioned earlier, because linear logic has an involutive negation, \((A^\perp)^\perp = A\), one may formulate linear logic as a one-sided system. Informally, one may consider the \(\perp R\) and \(\perp L\) rules to be “built in” to the system as if these were structural rules. In this case, many rules are identified: \(\otimes R\) and \(\forall L\) become identical rules. One translates the sequent \(\Sigma \vdash \Gamma\) into an equivalent sequent \(\vdash (\Sigma)^\perp, \Gamma\), where the negation of a sequence of formulas is the sequence of their negations (in reverse order, if order is important).

One may then work in a one-sided system where all formulas appear on the right of the \(\vdash\), and there are no sequent rules for connectives on the left of the \(\vdash\). Some of the proofs by case analysis of the sequent calculus rules are greatly simplified by this, although there is some price for this convenience in the difficulty of comprehending complicated sequent proofs in the one sided system. This thesis will use both one sided and two sided sequents, as is convenient for the topic under consideration.

Also, because linear logic contains the exchange rule, one may consider sequents
to the development of this vision.

Two results of this thesis contribute to this propositions-as-types approach to studying linear logic. First, there is a language based on linear logic which enforces a certain economy of variable uses: each variable must appear exactly twice — once in definition, and once in use. Second, there is a two-space memory model which allows a compiler to generate efficient code in some cases for the linear language. One space contains linear objects, with exactly one pointer to them, and the other space contains all other objects. There are relatively straightforward modifications to the Tim, or three instruction machine which allow it to implement the linear language with this two-space memory model. Together these advances in the development of the propositions-as-types computational interpretation of linear logic add more evidence that certain resource issues in programming languages can be understood from a linear perspective. However, these results are merely stepping stones to a larger understanding of the logical basis of practically important implementation techniques.
system from a sequent system are due to Prawitz [82].

Showing that the two systems are equivalent, we immediately get a cross-fertilization of theorems between the two systems. Perhaps the most important such theorem is type soundness, or the subject-reduction theorem. This theorem states that if a term has a derivable typing, then the result of reducing the term still has the same type. If this theorem failed, there would be little reason to call a logical framework a “type system”, since terms might have a certain type, but after reduction the terms would not have this type. Another important theorem proved in this thesis is the existence of a (unique) most general type for any linear term.

Looking at the systems informally, they are different proof systems for the same logic. The sequent system is conservative with respect to types: any type appearing anywhere in a cut-free proof appears as a subformula of the type of the conclusion. On the other hand, the natural deduction system is conservative with respect to terms: any term appearing anywhere in a cut-free proof appears as a subformula of the term in the conclusion. Both of these properties follow immediately from the cut-elimination theorems.

**Implementation**

The vision here is of a language of the style of ML [74], but with a more detailed type system. Most current compilers for ML perform type checking, and then discard all the type information before actually compiling the program. Type checking allows the ML compiler to dispense with the run-time checks common to other functional language implementations, such as verifying that the arguments to a call to the function + are in fact numbers.

The guiding vision of this research program has been the development of a type system based on linear logic which would lend practical, useful advice to an ML-style compiler. The main idea of studying such an application of linear logic dates back to the introduction of linear logic and very early work [30, 53]. Others have also studied the further application of linear type information in the study of garbage collection and array update-in-place [21, 95]. In our investigations, we were led into considering decision problems and their complexity, but eventually these investigations led back
style, by assigning program constructors to inference rules. Thus an \texttt{ML} program can be seen as a notation for a linear logic proof, and the type of the program can be seen as the most general conclusion which can be inferred from the proof. Alternatively, one may view linear logic as a type system for \texttt{ML}, where linear formulas correspond to types.

\textbf{Sequent versus Natural Deduction}

The Curry-Howard correspondence holds between the lambda calculus and a natural deduction system for intuitionistic logic. However, the closest analog of natural deduction for linear logic are proof nets. There have been some attempts to use proof nets as a basis for forming proof terms, but proof nets suffer from some difficulties in representing full propositional linear logic including additives, constants, and modals. Attempts to use the “raw” sequent calculus for intuitionistic linear logic, for example by Abramsky [1], have shown some promise.

In this thesis, a new track is followed which shares properties of both of the above approaches: a sequent calculus presentation of a natural deduction system for intuitionistic linear logic is used as the basis for the proof terms. The presentation of natural deduction for intuitionistic logic in the sequent calculus dates back to some of Gentzen’s original work on the sequent calculus. The proof system here is a result of straightforward application of those same ideas to intuitionistic linear logic.

The main idea is that a natural deduction-style introduction rule is represented by sequent calculus rule which introduces the formula on the right of the turnstile. All of the “right” rules of the sequent calculus are preserved unchanged in the natural deduction style sequent system. The “left” rules, however, are changed dramatically, becoming “elimination” rules in the modified system. These elimination rules are effectively simulatable in the sequent calculus with one application of the left rule, and one application of cut on the introduced formula. The “left” rules of the sequent calculus can be derived in the natural deduction system with one application of the elimination rule, one application of identity, and one application of cut. Therefore the same sequents (terms with typings) are provable in both systems, perhaps up to some applications of cut. Many of these ideas for creating a natural deduction style
power of linear logic. We are able to encode such thorny concepts as mutual exclusion very naturally in linear logic. This gives the strong impression that linear logic is certainly more basic and more expressive than intuitionistic logic.

The results of the previous sections immediately bring several “encoding” questions to mind: is it possible to encode other more standard logics in linear logic? In Girard’s first paper on the subject, he gives encodings of intuitionistic and classical logic into full linear logic (using the modal operator !). However, full propositional linear logic is undecidable, while propositional intuitionistic logic is \text{PSPACE}-complete, as shown by Statman [86]. In fact, Statman shows that even the implicational fragment of intuitionistic logic is \text{PSPACE}-complete. Recalling the early results we see that the fragment of linear logic without the modals is exactly \text{PSPACE}-complete. This raises the question: is there a “logical” embedding of propositional intuitionistic logic into linear logic that does not make use of the modals?\footnote{Linear ML}

The translation affirmatively answering this question given in Chapter 6 is an “asymmetrical interpretation.” That is, occurrences of formulas of positive polarity are translated differently from negative occurrences [36]. The translation goes through an intermediate logic that is very similar to one employed by Hudelmaier [44] in the study of cut elimination in intuitionistic logic.

The translation itself makes use of various proof theoretic tricks which were developed in the previous sections. Essentially, intuitionistic implication is encoded as two connectives: linear implication and additive conjunction. An encoding based only on this is straightforward but unsound: a linear translation of an intuitionistic formula may be erroneously provable by violating the atomicity of (translated) intuitionistic implications. Such a proof would not be possible in intuitionistic logic, where effectively each pair must be acted on as one. A “lock and key” mechanism is therefore used to ensure mutual exclusion among translations of intuitionistic implications.

1.4.4 Linear ML\footnote{Linear ML}\

Chapter 7 concerns a functional language $\text{ML}^\perp$ that is related to languages investigated by Lafont [53], Abramsky [1], Wadler [91, 93], Chirimar, Gunter, and Riecke [21], and others. The basic idea is to view linear logic in a Curry-Howard
that every formula that occurs in the conclusion is analyzed exactly once in the entirety of any cut-free proof. This gives an immediate linear bound on the number of inferences in any cut-free proof, showing that this logic is in \textit{NP}, as one may simply guess and check an entire proof in linear space and time. Of course, this brings up the question of whether there is a polynomial decision algorithm for the multiplicatives, or if they are \textit{NP}-hard. Previously, multiplicative affine (or direct) logic was shown to be \textit{NP}-complete \cite{59}, but this proof relied on the use of weakening, a rule present in affine logic, but not in linear logic. Max Kanovich recently settled this problem by showing that the multiplicatives are \textit{NP}-hard \cite{17}. Chapter 5 presents an alternate proof of the \textit{NP}-completeness. This proof is presented in order to facilitate the proof of the stronger result that even without propositions the multiplicatives are \textit{NP}-complete. That is, constant-only multiplicative linear logic where formulas are built from only (multiplicative) and, or, true, and false (\&, $\forall$, 1, \bot) is \textit{NP}-complete.

The key to the proof of \textit{NP}-hardness of the multiplicatives is the existence of \textit{NP}-complete problems that have the property that each entity in the problem must be used. In many problems such as \textsc{sat}, if one proposition in a clause is true, the rest of the propositions do not matter, and may be either true or false. This “sloppy” behavior is very difficult to encode using only the multiplicatives. However, for certain \textit{NP}-complete problems, such as \textsc{3-partition}, the combinatorial explosion arises from a partitioning of elements that must all be used in the end. Because of this property, \textsc{3-partition} can easily be encoded using just the multiplicative constants, thus demonstrating the \textit{NP}-hardness of the linear (multiplicative) circuit evaluation problem.

1.4.3 Linearizing Intuitionistic Implication

There are two motivational points to be made about Chapter 6. First, Girard’s original study of linear logic began with the decomposition of intuitionistic implication into a modal reuse operator and a linear implication. We analyze intuitionistic implication along a different cleavage plane, where it is broken down into its additive and multiplicative characters. Second, we provide another example of the expressive
some limited form of exchange the above encoding fails. Since there are many reasonable assumptions one could make about the exact form of noncommutative linear logic, we assume commuting exponentials, as have previous authors, including [97].

Again in the noncommutative case, the first order version is conservative over the propositional fragment, and thus first order noncommutative linear logic is also undecidable.

**PSPACE-Completeness of Propositional Linear Logic Without Modals**

Without the modal operators ? and !, there is an immediate proof search procedure for linear logic that is complete and always terminates. Therefore, linear logic without the modals is decidable. As mentioned earlier, this logic has the property that every formula which occurs in the conclusion is analyzed at most once along any branch of any cut-free proof. This gives an immediate linear bound on the depth of any cut-free proof. Thus an obvious decision procedure takes only polynomial space. This raises the question of whether the decision problem is PSPACE-hard. We show that one may encode quantified boolean formulas in propositional nonmodal linear logic, and one can also encode (normal) intuitionistic implication in nonmodal linear logic. Both of these logics are known to be PSPACE-hard. Thus the decision problem for propositional linear logic without modals is PSPACE-hard, and therefore PSPACE-complete.

As we will see, the encoding of these PSPACE-hard problems is not straightforward. In the naive encoding of quantified boolean, discussed in detail later, formulas encoding $\forall X, \exists Y, F$ and $\exists Y, \forall X, F$ would be the same. This lack of attention to quantifier order can be corrected with the use of “lock and keys”, a kind of multiplicative guard used to enforce an ordering on quantifiers in the encoding of quantified Boolean formulas, and also used to provide a kind of mutual exclusion in the encoding of intuitionistic implication.

**NP-Completeness of Multiplicative Fragment**

Without the modals and without additive operators, linear logic is reduced to its core fragment, the so-called multiplicatives. Multiplicative linear logic has the property
the alternation can be encoded using the additives. However, this approach will not
be explored in this thesis. Previously, Urquhart has demonstrated the undecidability
of relevant implication [88]. However, that result does not bear on linear logic due to
the requirement of a distributivity axiom that is not present in linear logic [89].

Non-Commutative Undecidability

The non-commutative variant of propositional linear logic is undecidable, even without
the additive connectives that are used in the commutative case to encode zero-test.
The intuition behind this result is that one can test natively in non-commutative logic
for zero occurrences of a certain proposition in a certain position without resorting
to an and-branching (or alternating) encoding. The proof of undecidability is by
reduction from the (undecidable) word problem for non-commutative semigroups.

Although the proof of undecidability of non-commutative propositional linear logic
stated later in this thesis is formulated in terms of Semi-Thue systems, it is perhaps
easier to see this result informally in terms of standard Turing machines. One can
encode a Turing machine tape as a sequence of propositions, one proposition for each
tape symbol. The current position of the read/write head of the Turing machine,
and its current state can be encoded as a single occurrence of a proposition at the
appropriate location in the sequence of propositions corresponding to the Turing tape.

For example, $B, A, Q_i, B \vdash$ is a sequent which might encode a Turing machine
with a tape with three non-blank symbols, currently in state $Q_i$, where the read/write
head is currently over the symbol $A$. Transitions of the machine (the Turing machine
program) can be encoded either as nonlogical theory axioms, or as modal implications.
The formula $!((A \otimes Q_i) \perp (Q_j \otimes B))$ may be read as: in state $Q_i$, if the head is over
the symbol $A$, then erase the $A$, write a $B$, move the head to the right, and change
to state $Q_j$.

It should be noted that in order for these results to hold, one must assume that
either the modals of linear logic (for which contraction and weakening are applicable )
commute with respect to any other formula, or that there is a new modal representing
commutativity. In either case, there is an encoding of Turing machines, but without
intuitionistic logic into full first order linear logic [30]. However, most of the results described in this thesis involve the propositional fragment of linear logic. The first new result involves full propositional linear logic.

Undecidability

Since most propositional logics are decidable, it is reasonable, a priori, to expect that propositional linear logic would be decidable also. Further evidence for decidability is the cut-elimination theorem for linear logic. However, we prove that propositional linear logic is undecidable. That is, the set of valid (provable) sequents in propositional linear logic is not recursive.

The most obvious line of proof is to encode counter machines in the manner of [69]. However, the obvious encoding runs into a difficulty. While it is easy to encode the increment and decrement instructions in linear logic using the multiplicatives, the critical zero-test instruction of counter machines has no natural analog in linear logic. That is, there is no connective that would allow a proof to proceed when there are no occurrences of a certain proposition (i.e., zero-test succeeds), but perhaps any number of other propositions. However, linear logic does have the expressive power to encode such a zero-test by other means.

The linear logic feature used to encode zero test is the additive conjunction. This connective allows one to encode a certain type of and-branching (in the terminology of alternation [19]). Viewing the proof computationally, two branches are fired off, each of which must be provable in the same context. This sharing of contexts provided by the additive conjunction enables one to encode zero-test by enforcing that one branch verifies that the counter is zero and then terminates, while the other branch continues assuming that the counter was in fact zero. If the counter in question is not zero, the first “zero-checking” branch will not terminate successfully, preventing successful termination of the entire computation. This kind of “zero-checking” can be accomplished natively in the logic.

Another approach to describing this result is that the reachability problem for alternating (in the sense of [20]) Petri nets is undecidable. One can directly encode normal Petri net transitions using the multiplicatives and exponentials [8, 67], and
1.4 Overview of Thesis Results

This overview lists the most important results of this thesis and gives a glimpse of the proofs of the key theorems.

1.4.1 Basic Theorems

The most basic theorem of proof theory is the cut-elimination theorem. Most systems presented here enjoy a cut-elimination theorem, which simply states that any formula provable in a logic is also probable in that logic without the cut rule. Most proofs of cut-elimination in this thesis follow Gentzen’s proof of the “Hauptsatz” [29]. The main idea is to first add a derived rule of inference that encapsulates the application of several inference rules. Then one eliminates all applications of cut and the derived rule together. The derived rules act as a bookkeeping trick that simplifies the proof of termination of cut-elimination. This theorem was proved for linear logic by Girard in [30] using an elegant proof notation called proof-nets, which are not used in this thesis. In Chapter 2 a full proof of cut-elimination in the sequent calculus is given in order to facilitate later proofs that depend on this form of proof of cut-elimination. Some formal systems in this thesis do not have a cut elimination theorem, for example those systems with nonlogical theories. Nevertheless, in these cases one may still find precise normal forms for proofs, even though all uses of cut cannot be eliminated.

Several results follow immediately from the cut elimination theorem. For instance, the subformula property states that any formula appearing anywhere in a cut-free proof of a sequent also appears in the conclusion sequent. Also, consistency of a logic follows from cut-elimination and the subformula property. Linear logic has the subformula property and is consistent.

1.4.2 Complexity Results

The complexity of the decision problem for various fragments of linear logic are summarized here. The full logic with first order quantifiers was known from the outset to be undecidable, as an immediate corollary of Girard’s embedding of first order
**Figure 1.1: Sequent Calculus Rules for Linear Logic**

<table>
<thead>
<tr>
<th>Rule</th>
<th>Premise</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>$A \vdash A$</td>
<td>$?, A, \Sigma \vdash ?, A, \Sigma$</td>
</tr>
<tr>
<td>E Left</td>
<td>$?, A, B, ?, \Sigma \vdash \Sigma$</td>
<td>$?, A, B, ?, \Sigma \vdash \Sigma$</td>
</tr>
<tr>
<td>$\otimes$ Left</td>
<td>$?, A, B \vdash \Sigma$</td>
<td>$?, (A \otimes B) \vdash \Sigma$</td>
</tr>
<tr>
<td>$\exists$ Left</td>
<td>$?, A \vdash \Sigma \vdash ?, B \vdash \Sigma$</td>
<td>$?, (A \exists B) \vdash \Sigma$</td>
</tr>
<tr>
<td>$\oplus$ Left</td>
<td>$?, A \vdash \Sigma \vdash ?, B \vdash \Sigma$</td>
<td>$?, (A \oplus B) \vdash \Sigma$</td>
</tr>
<tr>
<td>$&amp;$ Left1</td>
<td>$?, A \vdash \Sigma$</td>
<td>$?, (A &amp; B) \vdash \Sigma$</td>
</tr>
<tr>
<td>$&amp;$ Left2</td>
<td>$?, B \vdash \Sigma$</td>
<td>$?, (A &amp; B) \vdash \Sigma$</td>
</tr>
<tr>
<td>$!$ W</td>
<td>$?, A \vdash \Sigma$</td>
<td>$?, !A, !A \vdash \Sigma$</td>
</tr>
<tr>
<td>$!$ D</td>
<td>$?, A \vdash \Sigma$</td>
<td>$?, !A, !A \vdash \Sigma$</td>
</tr>
<tr>
<td>$?$ W</td>
<td>$?, A, \Sigma$</td>
<td>$?, A, \Sigma$</td>
</tr>
<tr>
<td>$?$ D</td>
<td>$?, A, \Sigma$</td>
<td>$?, A, \Sigma$</td>
</tr>
<tr>
<td>$\bot$ Left</td>
<td>$?, A \bot \vdash \Sigma$</td>
<td>$?, A \bot \vdash \Sigma$</td>
</tr>
<tr>
<td>0 Left</td>
<td>$?, 0 \vdash \Sigma$</td>
<td>$?, 0 \vdash \Sigma$</td>
</tr>
<tr>
<td>1 Left</td>
<td>$?, 1 \vdash \Sigma$</td>
<td>$?, 1 \vdash \Sigma$</td>
</tr>
<tr>
<td>$\bot$ Left</td>
<td>$?, \bot \vdash \Sigma$</td>
<td>$?, \bot \vdash \Sigma$</td>
</tr>
</tbody>
</table>
1.3.9 The Sequent Calculus of Linear Logic

The sequent rules for linear logic assume that the commas of the sequent are multiplicative. That is, a sequent $\Sigma \vdash ?$ asserts that the multiplicative conjunction of the formulas in $\Sigma$ together imply the multiplicative disjunction of the formulas in $\Delta$.

The rules given in Figure 1.1 originally appeared in [30]. However, the rules presented here are for the two-sided sequent system, with formulas appearing on both sides of the $\vdash$. It has become somewhat standard now to present linear logic in a one-sided sequent system, by negating every formula which would have appeared on the left of the $\vdash$, and moving them to the right. One sided systems have the advantage of having half the proof rules as two sided systems for the same logic, but suffer from the disadvantage that sequents are harder for some to read.

The two-sided Gentzen-style inference rules for linear logic given in Figure 1.1 are reproduced in Appendix A for convenience.

It simplifies presentation to consider negation as defined, rather than being a connective. Here the symbol $\triangleq$ is used to denote "is defined as".

\[
\begin{align*}
(P_i)^\perp & \triangleq P_i^\perp & (P_i^\perp)^\perp & \triangleq P_i \\
(A \otimes B)^\perp & \triangleq A^\perp \otimes B^\perp & (A \otimes B^\perp)^\perp & \triangleq A^\perp \otimes B^\perp \\
(A \oslash B)^\perp & \triangleq A^\perp \oslash B^\perp & (A \oslash B^\perp)^\perp & \triangleq A^\perp \oslash B^\perp \\
(A \oplus B)^\perp & \triangleq A^\perp \& B^\perp & (A \& B)^\perp & \triangleq A^\perp \& B^\perp \\
(!A)^\perp & \triangleq ?A^\perp & (?A)^\perp & \triangleq !A^\perp \\
(1)^\perp & \triangleq \bot & (\bot)^\perp & \triangleq 1 \\
(0)^\perp & \triangleq \top & (\top)^\perp & \triangleq 0 \\
(\forall x. A)^\perp & \triangleq \exists x. (A)^\perp & (\exists x. A)^\perp & \triangleq \forall x. (A)^\perp
\end{align*}
\]

We also define the linear implication connective $\perp \oslash$ with the equation

\[
A \perp \oslash B \triangleq A^\perp \oslash B
\]

and thus we omit explicit rules for the $\perp \oslash$ connective, although many find the $\perp \oslash$ connective much easier to comprehend than $\oslash$. 
Here are the precise sequent rules for linear !:

\[
\frac{? \vdash \Sigma}{? \vdash !A, !A \vdash \Sigma} \quad \frac{?, A, !A \vdash \Sigma}{?, !A \vdash \Sigma} \quad \frac{?, !A \vdash \Sigma}{!C}
\]

\[
\frac{? \vdash \Sigma}{? \vdash \Sigma} \quad \frac{?, A, !A \vdash \Sigma}{?, !A \vdash \Sigma} \quad \frac{!, A \vdash ?E}{!, !A, ?E} \quad \frac{!, A \vdash ?E}{!S}
\]

The !W rule is the weakening rule, here restricted to formulas on the left of the turnstile that are prefixed with !. The !C rule is the contraction rule, similarly restricted. The !D rule connects the modal formulas to the rest of the logic. That is, one may consider ! to be a “wrapper”, that allows arbitrary duplication and discarding, but which must be explicitly removed before the contents can be used. Finally, the !S rule allows the generation of ! formulas on the right hand side of a sequent. Intuitively, if one can prove \( A \) using resources which are all !’d, then one can produce any number of \( A \) (that is, !\( A \)). One may view ! as a particular kind of necessitation operator, strengthening the force of an assertion, since !D and !S are the standard proof rules for necessitation. There is also a set of rules for the ? operator, essentially the same as the rules for ! mirrored onto the opposite side of the \( \vdash \).

### 1.3.8 Linear Logic Quantifier Rules

Predicate Linear logic has the standard quantifier rules:

\[
\exists \text{ Right} \quad \frac{? \vdash A[t/x], \Sigma}{? \vdash \exists x.A, \Sigma} \quad \frac{? \vdash A[y/x], \Sigma}{? \vdash \forall x.A, \Sigma} \quad \forall \text{ Right}
\]

In the \( \exists \text{ R} \) rule, substituting an arbitrary term \( t \) for the free occurrences of \( x \) in \( A \) is denoted \( A[t/x] \), where the bound variables in \( A \) are renamed to avoid any clashes. The \( \forall \text{ Right} \) rule is only applicable if the variable \( y \) is not free in \( ?, \Sigma \), and any nonlogical theory axioms. As for the other connectives of linear logic, there are right and left versions of the \( \exists \) and \( \forall \) rules. With these rules one may consider first order and higher order systems of linear logic. However, we will focus almost exclusively on propositional linear logic, where quantifiers never appear.
1.3.6 The Units of Linear Logic

In linear logic, the four connectives have separate units (identity elements). The unit of $\otimes$ is called $1$ (one), the unit of $\&$ is $T$ (top), the unit of $\exists$ is $\bot$ (bottom), and the unit of $\oplus$ is $0$ (zero). The sequent rules for these constants are given below. Note that there is no rule for $0$ on the right hand side of the turnstile, nor for $\top$ on the left.

\[
\begin{align*}
\Sigma &\vdash T, \Delta & \top &\vdash T \\
\Sigma &\vdash \bot, \Delta & \bot &\vdash \bot
\end{align*}
\[
\begin{align*}
\Sigma, 0 &\vdash \Delta \\
\Sigma, T &\vdash \Delta \\
\Sigma &\vdash \bot, \Delta
\end{align*}
\]

The $T$ rule may be thought of as stating that $T$ is “really true”, no matter what the context. On the other hand, $1$ is true, but only in the complete absence of any other formulas. $\bot$ is a kind of false that may be disregarded, and $0$ is a kind of false that must be accounted for.

1.3.7 Resource Control Aspects of Linear Logic

An important property of linear logic with $\otimes$, $\exists$, $\&, \oplus$, $1$, $\bot$, $T$, $0$ is that every connective of the conclusion of a proof is analyzed at most once in any branch of the proof. This can be seen as an advantage, since it affords a great deal of control over the process of proof search, and yields an immediate polynomial space decision procedure.

This can also be seen as a disadvantage, because one cannot symmetrically encode intuitionistic logic since intuitionistic logic allows arbitrary uses of certain formulas. Therefore a pair of modal operators $!$ and $?$ are included in linear logic to retrieve the kind of expressive power introduced by arbitrary reuse.

The formula $!A$ represents unlimited use of the formula $A$. Thus in the sequent $!A, \Sigma \vdash \Delta$, the connectives of $A$ may be analyzed any number of times, including zero. In logical terms, weakening and contraction apply to $!$ formulas on the left of the $\vdash$. 
1.3.4 Conjunction and Disjunction

In sequent calculus with the structural rules of weakening, contraction, and exchange on both sides of $\vdash$, the following two rules for conjunction are equivalent. That is, the rule for $\land_1$ may be derived from the rule for $\land_2$, and vice versa.

$$
\frac{\Sigma \vdash A, \Delta \quad \Sigma \vdash B, \Delta}{\Sigma \vdash (A \land_1 B), \Delta} \quad \frac{\Sigma \vdash A, \Delta \quad \Theta \vdash B, ?}{\Sigma, \Theta \vdash (A \land_2 B), \Delta, ?}
$$

However, if one removes the structural rules of contraction and weakening, as in linear logic, the rules for $\land_1$ and $\land_2$ are not equivalent. The form of rules where the context ($\Sigma$ and $\Delta$) is used in both hypotheses ($\land_1$) is hereafter referred to as an “additive” rule, and the additive conjunction will be written $\&$. The second kind of rule, where the context is divided among the hypotheses, is referred to as “multiplicative”, and will be written $\otimes$. The precise proof rules for these connectives are repeated in Figure 1.1 and Appendix A.

For similar reasons, linear logic distinguishes between two kinds of disjunctions, an additive one $\oplus$ (plus) and a multiplicative one (par):

$$
\frac{\Sigma \vdash A, \Delta}{\Sigma \vdash (A \oplus B), \Delta} \quad \frac{\Sigma \vdash A, B, \Delta}{\Sigma \vdash (A \otimes B), \Delta}
$$

1.3.5 The Cut Rule

The cut rule provides a kind of modes ponens for a logic:

$$
\frac{?_1 \vdash A, \Sigma_1 \\ ?_2, A \vdash \Sigma_2}{?_1, ?_2 \vdash \Sigma_1, \Sigma_2 \quad \text{Cut}}
$$

This rule may be read as “if $A$ or $\Sigma_1$ can be derived from $?_1$, and $?_2$ and $A$ together derive $\Sigma_2$, then $?_1$ and $?_2$ together derive $\Sigma_1$ or $\Sigma_2$”. Of course, we intend multiplicative conjunction and disjunction in the above description. This rule perhaps is easiest to understand if $\Sigma_1$ is empty. In that case, this rule essentially states that $?_1$ can be plugged in for $A$ in the derivation of $?_2, A \vdash \Sigma_2$. 

hand side of a sequent. Linear logic completely forbids the application of weakening on either side of $\vdash$.

Classical and intuitionistic logics also allow the following rule of inference called \textit{contraction}:\[
\frac{\Sigma, A, \vdash \Delta}{\Sigma, \vdash \Delta}
\]
Intuitively, if one can prove a formula from two assumptions of a formula $A$, then one assumption of formula $A$ suffices. This is a mild strengthening of the conclusion. Algebraically, the rule asserts that the comma (conjunction) forming the left of a sequent is idempotent.

Classical logic allows contraction to be applied on both sides of a sequent (i.e., both sides of $\vdash$). Intuitionistic logic restricts contraction to apply only on the left hand side of the $\vdash$. Linear logic completely forbids the application of contraction on either side of $\vdash$.

Classical, intuitionistic, and linear logic all allow the following structural rule called \textit{exchange}:\[
\frac{\Sigma, A, B, ? \vdash \Delta}{\Sigma, B, A, ? \vdash \Delta}
\]
Intuitively, the rule asserts that the order of formulas is unimportant, or in other words, the comma (conjunction) is commutative. In Chapter 4 we consider the non-commutative variant of linear logic, with the structural rule of exchange omitted from the logic.

As a convenience, one may simplify presentations of the sequent calculus for classical or intuitionistic logic by treating sequences of formulas $\Sigma$ as \textit{sets}. A derivation in this system would no longer require that the conclusion of each rule exactly match the hypothesis of the next rule, but instead one simply requires a match up to applications of the structural rules. One may view this as simply ignoring the applications of structural rules, leaving their application implicit. The analogous presentation of linear logic treats \textit{sequences} of formulas as multiset. 
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The principal formula of an occurrence of an inference rule is the formula that appears in the conclusion but does not appear in any hypothesis. In the case above, the formula \( B \land A \) is the principal formula of the \( \land \) rule. We will also say that the formula \( B \land A \) is analyzed, or broken in the last rule applied in the above proof. This terminology stems from usage in proof search, where one begins with a conclusion, or root sequent, and searches for proofs. In incrementally building that deduction, the proof search procedure is said to analyze a formula.

The occurrence of a rule in a proof is said to be an inference. When we speak of a formula in a sequent, we are really referring to an occurrence of the formula.

1.3.3 Structural Rules

The discussion in Section 1.3.2 applies to the sequent calculi for classical or intuitionistic logic as Gentzen originally presented them [29]. For the remainder of the thesis we will focus on linear logic.

The rules of inference for linear logic differ from classical logic and intuitionistic logic in many ways, but the most dramatic difference can be explained by the rules of classical logic that are “missing” from linear logic: weakening and contraction.

Classical and intuitionistic logics allow the following rule of inference called weakening or thinning:

\[
\Sigma \vdash \Delta \\
\Sigma, A \vdash \Delta
\]

Intuitively, if \( \Sigma \) is the single formula \( X \), and \( \Delta \) is the single formula \( Y \), and one has a proof of \( X \) implies \( Y \), then one can assert that \( (X \text{ and } A) \) implies \( Y \). The effect of this rule is to weaken the conclusion, but if the original sequent was true, then the new one surely is also.

Classical logic allows weakening to be applied on both sides of a sequent (i.e., both sides of \( \vdash \)). This is sound because the right hand side of a sequent is interpreted as the disjunction of formulas, and thus adding formulas to the conclusion also weakens the result. Intuitionistic logic restricts weakening to apply only on the left hand side of the \( \vdash \), since intuitionistic logic forbids multiple formulas from appearing on the right
Some sequent calculus rules have one hypothesis, and some have no hypotheses. For example, the rule below for identity has no hypotheses:

\[ A \vdash A \]

Given a set of proof rules, a *deduction* is a structure where the conclusion of one proof rule exactly matches the hypothesis of the next rule. Because each rule has exactly one conclusion, all deductions are trees, with the root (conclusion) at the bottom, and the leaves (hypotheses) at the top. Each branch of a deduction is a sequence of applications of proof rules, some, such as \( \land \), represent branching points in the deduction tree, and some, such as identity, terminate a branch. A *proof* in the sequent calculus is a deduction with no assumptions, *i.e.*, every leaf is either identity or a logical axiom. In other words, each branch terminates with an application of a proof rule with no hypotheses.

A useful extension to the sequent calculus is the introduction of theories. A *theory* is a set of sequents, each element of which is called a (non-logical) axiom. A proof in a theory is a deduction where every branch is terminated by a proof rule with no hypotheses, a logical axiom, or by a sequent that is in the theory.

Sequent proofs of formulas will be displayed with the name of the inference rule near the right hand side of the line delineating the inference. This is an aid to the reader of complicated sequent proofs, although this is not a standard proof notation. For example, here is a sequent calculus proof with two applications of the identity rule, and one application of the conjunction rule:

\[
\begin{array}{c}
A \vdash A' \\
A \vdash A'
\end{array}
\quad
\begin{array}{c}
\hline
A \vdash A' \land A
\end{array}
\]

The next is a proof in the theory with the single axiom \( A \vdash B \). Note that we have written a line over the use of the axiom as if there were an inference rule for each axiom in a theory, and labeled it \( T \).

\[
\begin{array}{c}
A \vdash B^T \\
A \vdash A'
\end{array}
\quad
\begin{array}{c}
\hline
A \vdash B \land A
\end{array}
\]
The following notational conventions will be used:

\[ \begin{align*}
    p_i & \quad \text{Positive propositional literal} \\
    p_i^\bot & \quad \text{Negative propositional literal} \\
    A, B, C & \quad \text{Arbitrary formulas} \\
    \Sigma, \?, \Delta, \Theta & \quad \text{Arbitrary sequences of formulas} \\
    \otimes & \quad \text{Tensor, the multiplicative conjunction} \\
    1 & \quad \text{One, the unit of tensor} \\
    \land & \quad \text{Par, the multiplicative disjunction} \\
    \bot & \quad \text{Bottom, the unit of par} \\
    \& & \quad \text{With, the additive conjunction} \\
    \top & \quad \text{Top, the unit of with} \\
    \oplus & \quad \text{Plus, the additive disjunction} \\
    0 & \quad \text{Zero, the unit of plus} \\
    \perp & \quad \text{Linear implication, definable from par and negation}
\end{align*} \]

### 1.3.2 Sequent Calculus

The sequent calculus, devised by Gentzen [29], will be used throughout this thesis.

A sequent is composed of two sequences of formulas separated by the turnstile symbol, \( \vdash \). One may read the sequent \( \Sigma \vdash \? \) as asserting that the conjunction of the formulas in \( \Sigma \) imply the disjunction of the formulas in \( \? \).

A sequent calculus proof rule consists of a set of hypothesis sequents, displayed above a horizontal line, and a single conclusion sequent, displayed below the line, as below:

\[
\begin{array}{c}
\text{Hypothesis}_1 \quad \cdots \quad \text{Hypothesis}_K \\
\hline
\text{Conclusion}
\end{array}
\]

For example, this is the standard rule for conjunction:

\[
\begin{array}{c}
\Sigma \vdash A, \Delta \\
\Sigma \vdash B, \Delta \\
\hline
\Sigma \vdash A \land B, \Delta
\end{array}
\]

The two hypotheses are \( \Sigma \vdash A, \Delta \) and \( \Sigma \vdash B, \Delta \), and the single conclusion is \( \Sigma \vdash A \land B, \Delta \). As is standard, rules are implicitly universally quantified schemas.
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procedure terminates) immediately yields a strong normalization property for simply-typed lambda terms.

This thesis analyzes an analogous correspondence between a functional language and linear logic which has been studied by Girard, Lafont, Abramsky, and others [53, 1, 91, 93, 95, 21, 16]. Interesting related work along a similar vein (the geometry of interaction) includes [32, 31, 33, 54, 3, 38, 22]. The main novel points developed in this thesis are the proofs of the subject-reduction and most general type theorems for a linear functional language. Also, from an implementation standpoint, a two-space memory model is developed which allows a compiler to generate more efficient code by taking into account the linear type of certain terms. This memory model has been used in an implementation of a linear declarative language based on the Three Instruction Machine (TIM) [27].

1.3 Formal Overview of Linear Logic

Below is a brief presentation of the notation used in this thesis (Girard’s), and some of the more foundational concepts of logic and proof theory necessary for the remainder of this thesis. This thesis is self-contained, but interested readers are referred to [29, 51, 30, 36] for some of the proofs referred to in the text. Introductions to linear logic in general are given in [84, 57, 34, 87].

1.3.1 Notation and Terminology

Girard’s notation for the logical connectives of linear logic (⊗, ∃, ∧, ⊕, 1, ⊥, ⊤, 0) will be used throughout the thesis.

---

1Recent discussions of some alternative notations have occurred on an electronic mailing list maintained by the author. The mailing list is called “linear@cs.stanford.edu”. To subscribe to this list send electronic mail to “linear-request@cs.stanford.edu”.
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The "Girard Correspondence" is closely related to the logic programming approach. It establishes the connection between formulas and states of computation, and between proofs and computations. Girard's correspondence differs from the usual logic programming approach in that it identifies proofs with computations, whereas logic programming identifies proof search with computation. In this thesis we refine this correspondence through separating the program from the state of the machine by working in nonlogical theories that are derived from programs. The version of the Girard correspondence developed in this thesis maintains a clear distinction between program and state: a program is a non-logical theory, a machine state is a sequent, and a proof is a (successful) computation.

This Girard correspondence is used to prove several new complexity results for the decision problems for several fragments of linear logic. Natural fragments of linear logic vary widely in complexity. One fragment has an \textsf{NP}-complete decision problem, one has a \textsf{PSPACE}-complete decision problem, and full propositional logic is undecidable. Using the Girard correspondence, many models of computation can be captured logically. For example, in noncommutative linear logic one can encode several variants of Turing machines (multi-tape, multi-head, multiple points of control). A second example, due to previous researchers, is that Petri net computations can be captured quite naturally in the tensor fragment of linear logic with tensor theories \cite{8,67}. Also, many logical formalisms used in knowledge representation and linguistics are characterized by fragments of linear logic.

1.2.2 Linearizing Curry-Howard

Another very useful correspondence, known as the "propositions-as-types" or Curry-Howard correspondence, connects natural deduction systems for intuitionistic logic and typed lambda calculus. This connection is quite deep, as cut elimination in intuitionistic logic corresponds to reduction in the lambda calculus. Thus one may view typed lambda terms as notations for proofs in intuitionistic logic. One may also view the soundness of cut-elimination for intuitionistic logic as providing a proof that reduction preserves types in the lambda calculus. Further, the strong normalization property of natural deduction systems for intuitionistic logic \textit{(i.e.} the cut-elimination
1.2 Overview of Proof-Theoretic Results

This investigation into linear logic first builds a set of proof theoretic tools for linear logic, including cut-elimination, non-logical theories, and permutabilities of inferences. None of these tools are particularly novel to this thesis, but the presentation of them in the sequent calculus and collection of them together aids further developments a great deal. In particular, Girard proved cut-elimination using proof nets in [30], while cut-elimination is proved here using the sequent calculus in order to facilitate later proofs which make use of the syntax and exact form of this proof. Non-logical theories for linear logic have been investigated in [39, 67] and are extended here to include a wider range of axioms. Andreoli, in the context of proof search for linear logic as a programming language [6], and Bellin, in an unpublished manuscript [14], have also studied some permutabilities and impermutabilities in the sequent calculus for linear logic, and the proofs of soundness and completeness of proof nets for fragments of linear logic also (implicitly) give permutability theorems in the sequent calculus [30]. A complete list of permutabilities is given in this thesis.

On this expanded proof theoretic foundation, this thesis builds in two directions corresponding to two modes of interpreting logics computationally. One branch of development investigates the “Girard correspondence” which connects sequents with states, and proofs with computations. This correspondence is closely related to the logic programming approach. The second branch of development explores a Curry-Howard-style correspondence between proofs and programs, and proof-normalization with execution. These two modes are summarized briefly in the next subsections.

1.2.1 Girard Correspondence

The “logic programming” approach to the computational interpretation of a logic, as exemplified by the programming language Prolog, is a correspondence between conclusions of formal proofs and programs, and also between the process of searching for a proof and the execution of the logic program. Andreoli and Pareschi, among others, have investigated this paradigm as it is applied to linear logic, and have developed a very useful programming style and implementation [7].
revisits the Curry-Howard correspondence between proofs and programs, originally observed for intuitionistic logic. Linear logic adds a greater degree of control over the structure of programs to the Curry-Howard correspondence. The main conclusion drawn from the results of this thesis is that linear logic is a computational logic behind logics. That is, linear logic is not about “Truth”; it is about computation.

1.1 Brief History of Linear Logic

Linear logic, although only recently formulated [30], is closely related to much older logics. Lambek developed a non-commutative logic intended for the analysis of natural language sentence structure a few decades earlier than Girard formulated linear logic [55, 56]. Relevance logic and Direct logic, which are also much older than linear logic, had already been well studied when linear logic appeared on the scene [25, 88, 50]. In an oversimplified view, linear logic sits below relevance and direct logic, and above the Lambek calculus, according to the inclusion or exclusion of certain “structural rules” called weakening, contraction, and exchange, discussed later in this thesis [15, 78].

Linear logic arose from the semantic study of intuitionistic implication. In fact, Girard gave two separate semantics in his article introducing linear logic [30]. The exploration of alternate semantic bases for linear logic continues today [81, 66, 85, 24, 10, 18]. Linear logic proof theory was also begun by Girard with the introduction of a sequent calculus for linear logic, and an alternate notation for linear logic proofs called proof nets [30]. Study of proof net related issues is also still active [32, 31, 33, 54, 3, 38, 22].

This thesis addresses several issues in the proof theory of linear logic, but is not concerned with semantics, nor does it utilize proof nets.
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Introduction

Linear logic was introduced by Girard in 1987 [30] as a “logic behind logics”, and as a “resource conscious logic”. In the framework of linear logic, this thesis addresses both complexity and programming language issues. The main theoretical concern is to strengthen the conceptual underpinnings necessary to apply proof theory to reason about computations. We demonstrate the undecidability of propositional linear logic, prove that noncommutative non-additive propositional linear logic is also undecidable, and give tight complexity results for other natural fragments of linear logic. Then, using these results, we explore an application of proof theory to computation, describing a functional language $\text{ML}^{1+1}$ and its (compiled) implementation. The linear analysis of this programming language yields compile-time type information about resource manipulation, which may be useful in the control of some aspects of program execution such as storage allocation, garbage collection, and array update in place.

The principal contribution of this thesis is the investigation of two computational interpretations of linear logic. The first set of results demonstrates the power of a correspondence advocated by Girard between proofs and computations. This correspondence links formulas to states of machines, and connects inference steps in a proof to transitions in a computation. This “Girard” correspondence allows the use of proof theory to reason about computations and their properties such as correctness and termination. Moreover, it is the natural way to study the computational complexity of decision problems in various logics. The second set of results in this thesis
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Linear logic was introduced by Girard in 1987 [30] both as a “logic behind logics”, and as a “resource conscious logic”. This thesis investigates computational aspects of linear logic. The main results of this work support the proposition that linear logic is a computational logic behind logics. This thesis augments the proof theoretic framework of linear logic by providing theorems such as permutability, impermutability, and cut-normalization with non-logical theories. On this expanded proof theoretic base, many complexity results are proved using a correspondence between proofs and computations. Among these results are the undecidability of propositional linear logic, the \textsc{pspace}-completeness of \textsc{mall}, and the \textsc{np}-completeness of the constant-only multiplicative fragment of linear logic. Another application of proof theory to computation is explored for a functional language \texttt{ml}^{1+1} and its (compiled) implementation. The proposed linear type system for \texttt{ml}^{1+1} yields compile-time type information about resource manipulation that may be useful in the control of some aspects of program execution such as storage allocation, garbage collection, and array update in place. Most general type and subject reduction theorems are proved, and a compiled implementation based on the Three Instruction Machine is described. Together, these results point out that linear logic is not about “Truth”; it is about computation.
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