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Abstract

This paper introduces a formal model for quantifying host-based risk, and two classes of primitives that
can be utilized to manage it. The performance overhead introduced by selecting a set of response primitives to
manage the risk is also factored into the framework. The resulting problem, of managing risk while minimizing
the impact on performance is shown to be NP-hard. Since the goal is real-time response, a heuristic is described
that allows the first primitive to be chosen in constant time (which is frequently sufficient to disrupt an attack).

1 Introduction

If a system is simple, its properties can be completely ascertained, either analytically or empirically. When a
system is complex, analytical tools can not address all issues and empirical techniques require more resources than
can typically be devoted to the task of verification. To secure an information processing system, it is necessary to
ensure that it obeys a set of rules and maintains a set of properties. Modern computing systems are complex. This
makes it infeasible to address the task empirically. Analytical techniques can alleviate the issue, but they can not
resolve it completely [Harrison76]. In this context,risk serves as a measure of the extent to which the security of
the system is likely to be violated.

Early approaches to computer securityrisk managementemployed static strategies, such as the use of pass-
words, discretionary or mandatory access control, and encrypted network connections [Fletcher95]. These ap-
proaches did not provide the flexibility needed to allow risk managers to alter the levels of risk they were willing
to tolerate in exchange for commensurate costs. Hence, techniques to dynamically vary the risk were developed.
Inherent in the new approach was the need forrisk analysisto quantify the level of risk present in each configura-
tion of a system.

Large data processing centers started to use the Annual Loss Expectancy (ALE) metric [FIPS31], [FIPS65]. To
compute it, the set of all possiblehazardsthat could impact the system over the course of a year was enumerated
asH = fh1; h2; : : : ; hng. The loss associated with each hazardh� was denoted byl(h�) and the frequency with
which it was likely to occur was denoted byf(h�). The risk was then calculated using:

ALE =

�=nX

�=1

f(h�)� l(h�) (1)

The utilization of the paradigm by a number of commercial tools [NIST91] coupled with a focused research
effort [CSRMMBW88], [CSRMMBW89], [CSRMMBW90], [CSRMMBW91] resulted in a number of improve-
ments. The hazard construct was decomposed into threat and vulnerability components. The likelihood of a threat
being present was added as a factor, replacing the hazard frequency. Each vulnerability was coupled with an asso-
ciated safeguard. The loss from a hazard’s occurrence was modeled as a set of consequences that could affect each
asset under consideration. Finally, risk management was formulated as the maintenance of a set of requirements
framed as constraints on the aforementioned factors [NIST800-12].
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This paper contributes specific semantics in the operating system paradigm for the generic risk analysis concepts
of threats, likelihoods, exposures, safeguards, assets and consequences. These are then utilized to construct a
model for managing a host’s risk in real-time.

2 Runtime Risk Management

The primary goal of an intrusion response system is to guard against attacks. Primitives that address specific
threats have been developed. However, invoking these arbitrarily may safeguard part of the system but leave other
weaker areas exposed. Thus, to effect a rational response, it is necessary to weigh all the possible alternatives.
A course of action must then be chosen which will result in the least damage, while simultaneously assuring that
cost constraints are respected. This is the very problem that risk management addresses.

2.1 Response Primitives

Two types of response primitives are required. They need modifications of the access control subsystem and the
filesystem, respectively. The first type institutes further runtime checks before granting specific permissions, in
order to reduce the host exposure. The second type requires data to be stored in a protected state, and allows
the rapid disabling of transparent decryption, signing of modifications and remote replication of specific files, in
order to curtail the consequences of an attack. An instance of either type can be chosen as a response at any time.
Choosing a primitive imposes an overhead on system performance that is proportional to the frequency with which
the primitive is used in a typical workload.

2.2 Risk Factors

Threat

Vulnerabilities

Assets

Risk

Risk

Threshold
Consequences

Safeguards

Likelihood

YesReconfigure

Figure 1: Risk can be analyzed as a function of
the threats, their likelihood, the vulnerabilities,
the safeguards, the assets and the consequences.
Risk can be managed by using the safeguards to
control the exposure of vulnerabilities and manip-
ulating the assets to limit the consequences.

Analyzing the risk that a system is faced with requires
knowledge of a number of factors. Below we describe each
of these factors along with its associated semantics. We de-
fine these in the context of the operating system paradigm
since our goal is host-based response.

The paradigm assumes the existence of an operating sys-
tem with a trusted reference monitor that mediates access
by subjects to objects in the system. In addition, the file
system and auditing subsystem are assumed to be trusted
components in the operating system. Finally, a host-based
intrusion detection system is assumed to be present and op-
erational.

Threats A threat is an agent that can cause harm to an as-
set in the system. We define a threat to be a specific
attack against any of the application or system soft-
ware that is running on the host. It is characterized by
an intrusion detection signature. The set of threats is
denoted byT = ft1; t2; : : :g, wheret� 2 T is an in-
trusion detection signature. Sincet� is a host-based
signature, it is comprised of anordered setof events

S(t�) = fs1; s2; : : :g. If this set occurs in the order recognized by the rules of the intrusion detector, it
signifies the presence of an attack.
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Likelihood The likelihood of a threat is the hypothetical probability of it occurring. If a signature has been
partially matched, the extent of the match serves as a predictor of the chance that it will subsequently
be completely matched. A function� is used to compute the likelihood of threatt�. � can be threat
specific and will depend on the history of system events that are relevant to the intrusion signature. Thus, if
E = fe1; e2; : : :g denotes the ordered set of all events that have occurred, then:

T (t�) = �(t�; E
�
\ S(t�)) (2)

where
�
\ yields the set of all events that occurin the same orderin each input set.

Assets An assetis an item that has value. We define the assets to be the data stored in the system. In particular,
each file is considered a separate objecto� 2 O, whereO = fo1; o2; : : :g is the set of assets. A set of objects
A(t�) � O is associated with each threatt�. Only objectso� 2 A(t�) can be harmed if the attack that is
characterized byt� succeeds.

ConsequencesA consequenceis a type of harm that an asset may suffer. Three types of consequences can impact
the data. These are the loss of confidentiality, integrity and availability. If an objecto� 2 A(t�) is affected
by the threatt�, then the resulting costs due to the loss of confidentiality, integrity and availability are
denoted byc(o�), i(o�), anda(o�) respectively. Any of these values may be0 if the attack can not effect
the relevant consequence. However, all three values associated with a single object can not be0 since in that
caseo� 2 A(t�) would not hold. Thus, the consequence of a threatt� is:

C(t�) =
X

o�2A(t�)

c(o�) + i(o�) + a(o�) (3)

By removing an asset from the system, the consequences it faces can becurtailed [Gehani03]. In the case
of data availability, replication serves this purpose, while in the case of confidentiality and integrity, cryp-
tographic operations can be used. For the purpose of estimating risk, a consequencecurtailmenteffectively
removes the asset from the analysis.

Vulnerabilities A vulnerability is a weakness in the system. It results from an error in the design, implementation
or configuration of either the operating system or application software. The set of vulnerabilities present in
the system is denoted byW = fw1; w2; : : :g. W (t�) � W is the set of weaknesses exploited by the threat
t� to subvert the security policy.

Safeguards A safeguardis a mechanism that controls the exposure of the system’s assets. The reference monitor’s
set of permission checksP = fp1; p2; : : :g serve as safeguards in an operating system. Since the reference
monitor mediates access to all objects, a vulnerability’s exposure can be limited by denying the relevant
permissions. The setP (w) � P contains all the permissions that are requested in the process of exploiting
vulnerabilityw . The static configuration of a conventional reference monitor either grants or denies access
to a permissionp�. Thisexposureis denoted byv(p�), with the value being either0 or 1. An active reference
monitor 1 [Gehani03] can reduce the exposure of a statically granted permission tov0(p�), a value in the
range[0; 1]. This reflects the nuance that results from evaluating predicates asauxiliary safeguards.)

Thus, if all auxiliary safeguards are utilized, the total exposure to a threatt� is:

V(t�) =
X

p�2P̂ (t�)

v(p�)� v0(p�)

jP̂ (t�)j
(4)

1An active reference monitorallows each permission to be associated with an independent set of constraints which are verified at
runtime prior to granting the permission. By limiting the circumstances under which the permission will be granted, the exposure of the
resource being protected is reduced by a pre-determined fraction.
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where:
P̂ (t�) =

[

w2W (t�)

P (w) (5)

2.3 Risk Analysis

The risk to the host is the sum of the risks that result from each of the threats that it faces. The risk from a single
threat is the product of the chance that the attack will occur, the exposure of the system to the attack, and the cost
of the consequences of the attack succeeding [NIST800-12]. Thus, the cumulative risk faced by the system is:

R =

X

t�2T

T (t�)� V(t�)� C(t�) (6)

2.4 Risk Management

If the risk posed to the system is to be managed, the current level must be continuously monitored. When the risk
rises past the threshold that the host can tolerate, the system’s security must be tightened. Similarly, when the risk
decreases, the restrictions can be relaxed to improve performance and usability. This process is elucidated below.

The system’s risk can be reduced either by reducing the exposure of vulnerabilities or limiting the consequences
to the data in the event of a successful attack. The former is effected through the use of auxiliary safeguards prior
granting a permission. The latter is realized by cryptographically protecting threatened files. Additionally, both
approaches may be used simultaneously. Similarly, if the threat reduces, the restrictive permission checks and data
protection can be relaxed.

2.4.1 Managed Risk

The set of permissionsP is kept partitioned into two disjoint sets,	(P ) and
(P ), that is	(P ) \ 
(P ) = �

and	(P )[
(P ) = P . The set	(P ) � P contains the permissions for which auxiliary safeguards are currently
active. The remaining permissions
(P ) � P are handled conventionally by the reference monitor, using only
static lookups rather than evaluating associated predicates prior to granting these permissions. Similarly, the set of
filesO is kept partitioned into two disjoint sets,	(O) and
(O), where	(O)\
(O) = � and	(O)[
(O) = O.
The set	(O) � O contains the files that are currently inaccessible and unmodifiable due to their cryptographic
encapsulation. The remaining files
(O) � O are transparently accessible and modifiable.

At any given point, when safeguards	(P ) and curtailments	(O) are in use, the current riskR0 is calculated
with:

R0
=

X

t�2T

T (t�)� V 0(t�)� C0(t�) (7)

where:

V 0(t�) =
X

p�2P̂ (t�)\
(P )

v(p�)

jP̂ (t�)j
+

X

p�2P̂ (t�)\	(P )

v(p�)� v0(p�)

jP̂ (t�)j
(8)

and:
C0(t�) =

X

o�2A(t�)\
(O)

c(o�) + i(o�) + a(o�) (9)
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2.4.2 Risk Tolerance

While the risk must be monitored continuously, there is a computational cost incurred each time it is recalculated.
Therefore, the frequency with which the risk is estimated must be minimized to the extent possible. Instead of
calculating the risk synchronously at fixed intervals in time, we exploit the fact that the risk level only changes
when the threat to the system is altered.

An intrusion detector is assumed to be monitoring the system’s activity. Each time it detects an event that
changes the extent to which a signature has been matched, it passes the evente to the intrusion response subsystem.
The level of riskRb beforee occurred is noted, and then the level of riskRa aftere occurred is calculated. Thus,
Ra = Rb + �, where� denotes the change in the risk. Since the risk is recalculated only when it actually changes,
the computational cost of monitoring it is minimized.

Each time an evente occurs, either the risk decreases, stays the same or increases. Each host is configured to
tolerate risk upto a threshold, denoted byR0. After each evente, the system’s response guarantees that the risk
will return to a level below this threshold. As a result,Rb < R0 always holds. If� = 0, then no further risk
management steps are required.

If � < 0, thenRa < R0 sinceRa = Rb + � < Rb < R0. At this point, the system’s security configuration is
more restrictive than it needs to be. To improve system usability and performance, the response system must de-
activate appropriate safeguards and curtailments, while ensuring that the risk level does not rise past the threshold
R0.

If � > 0 andRa � R0, then no action needs to be taken. Even though the risk has increased, it is below the
threshold that the system can tolerate, so no further safeguards or curtailments need to be introduced. In addition,
the system will not be able to find any set of unused safeguards and curtailments whose removal will increase the
risk by less thanR0�Rb��, since the presence of such a combination would also mean that the set existed before
e occurred. It is not possible that such a combination of safeguards and curtailments existed beforee occurred
since they would also have satisfied the condition of being less thanR0�Rb and would have been utilized before
e occurred in the process of minimizing the impact on performance in the previous step.

If � > 0 andRa > R0, then action is required to reduce the risk to a level below the threshold of tolerance. The
response system must search for and implement a set of safeguards and curtailments to this end.

2.4.3 Recalculating Risk

When the risk is calculated the first time, Equation 6 is used. Therefore, the cost isO(jT j � jP j � jOj). Since
the change in the risk must be repeatedly evaluated during real-time reconfiguration of the runtime environment,
it is imperative the cost is minimized. This is achieved by caching all the valuesV 0(t�) � C0(t�) associated with
threatst� 2 T during the evaluation of Equation 6. Subsequently, when an evente occurs, the change in the risk
� = Æ(R0; e) can be calculated with costO(jT j) as described below.

The ordered setE refers to all the events that have occurred in the system prior to the evente. The change in
the likelihood of a threatt� due toe is:

Æ(T (t�); e) = �(t�; (E [ e)
�
\ S(t�))� �(t�; E

�
\ S(t�)) (10)

The set of threats affected bye is denoted by�(T; e). A threatt� 2 �(T; e) is considered to be affected bye if
Æ(T (t�); e) 6= 0, that is its likelihood changed due to the evente. The resultant change in the risk level is:

Æ(R0
; e) =

X

t�2�(T;e)

Æ(T (t�); e) � V 0(t�)� C0(t�) (11)
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2.5 Cost/Benefit Analysis

After an evente occurs, if the risk levelRa increases past the threshold of risk toleranceR0, the goal of the
response engine is to reduce the risk byÆg � Ra � R0 to a level below the threshold. To do this, it must
select a subset of permissions�(
(P )) � 
(P ) and a subset of objects�(
(O)) � 
(O), such that adding
safeguards and curtailments respectively to the two sets will reduce the risk to the desired level. By ensuring
that the permissions in�(
(P )) are granted only after relevant predicates are verified and files in�(
(O)) are
cryptographically protected, the resulting risk level is reduced to:

R00
=

X

t�2T

T (t�)� V 00(t�)� C00(t�) (12)

where the new vulnerability measure, based on Equation 4, is:

V 00(t�) =
X

p�2(P̂ (t�)\
(P )��(
(P )))

v(p�)

jP̂ (t�)j
+

X

p�2(P̂ (t�)\	(P )[�(
(P )))

v(p�)� v0(p�)

jP̂ (t�)j
(13)

and the new consequence measure, based on Equation 3, is:

C00(t�) =
X

o�2(A(t�)\
(O)��(
(O)))

c(o�) + i(o�) + a(o�) (14)

Instead, after an evente occurs, if the risk levelRa decreases, the goal of the response engine is to allow the
risk to rise byÆg � R0�Ra to a level below the threshold of risk toleranceR0. To do this, it must select a subset
of permissions�(	(P )) � 	(P ) and a subset of objects�(	(O)) � 	(O), such that removing the safeguards
and curtailments currently in use for these two sets will yield the maximum improvement to runtime performance.
After the safeguards and curtailments are relaxed, the risk level will rise to:

R00
=

X

t�2T

T (t�)� V 00(t�)� C00(t�) (15)

where the new vulnerability measure, based on Equation 4, is:

V 00(t�) =
X

p�2P̂ (t�)\
(P )[�(	(P ))

v(p�)

jP̂ (t�)j
+

X

p�2P̂ (t�)\	(P )��(	(P ))

v(p�)� v0(p�)

jP̂ (t�)j
(16)

and the new consequence measure, based on Equation 3, is:

C00(t�) =
X

o�2A(t�)\
(O)[�(	(O))

c(o�) + i(o�) + a(o�) (17)

There areO(2
(jP j+jOj)

) ways of choosing subsets�(
(P )) � 
(P ) and�(
(O)) � 
(O) for risk reduction
or subsets�(	(P )) � 	(P ) and�(	(O)) � 	(O) for risk relaxation. When selecting from the possibilities, the
primary constraint is the maintenance of the boundR00 < R0, whereR00

= Ra � Æg in the case of risk reduction,
andR00

= Ra + Æg in the case of risk relaxation.
The choice of safeguards and curtailments also impacts the performance of the system. Evaluating predicates

prior to granting permissions introduces latency in system calls. Cryptographically protecting objects decreases
usability. Hence, the choice of subsets�(
(P )) and�(
(O)) or subsets�(	(P )) and�(	(O)) is subject to the
secondary goal of minimizing the overhead introduced.

The adverse impact of a safeguard or curtailment is proportional to the frequency with which it is utilized in
the system’s workload. Given a typical workload, we can count the frequencyf(p�) with which permissionp�
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is requested in the workload. Similarly, we can count the frequencyf(o�) with which file o� is accessed in the
workload. This can be done for all permissions and files. The cost of utilizing subsets�(
(P )) and�(
(O)) for
risk reduction can then be calculated with:

�(�(
(P )); �(
(O))) =

X

p�2�(
(P ))

f(p�) +
X

o�2�(
(O))

f(o�) (18)

Similarly, if the safeguards of subset�(	(P )) and the curtailments of consequences to assets in subset�(	(O))

are relaxed, the resulting reduction in runtime cost can be calculated with:

�(�(	(P )); �(	(O))) =

X

p�2�(	(P ))

f(p�) +
X

o�2�(	(O))

f(o�) (19)

The ideal choice of safeguards and curtailments will minimize the safeguards’ and curtailments’ impact on
performance, while simultaneously ensuring that the risk remains below the threshold of tolerance. Thus, for risk
reduction we wish to find:

min �(�(
(P )); �(
(O))); R00 � R0 (20)

In the context of risk relaxation, we wish to find:

max �(�(	(P )); �(	(O))); R00 � R0 (21)

2.6 Complexity

We note that the semantics of risk management require that at each step the risk must be reduced below the
threshold of tolerance. This precludes optimization strategies such as minimizing a weighted sum of risk and
runtime performance. We conclude that runtime risk management is a0 � 1 integer non-linear programming
problem with a linear objective function and quadratic constraint. The decision problem that corresponds to the
aforementioned optimization problem is NP-hard [Garey79] as argued below.

2.6.1 Optimization Problem

Risk reduction can viewed as selecting a set of vertices in a vertex-weighted, edge-weighted bipartite graph, such
that the sum of the weights of the vertices selected is minimized, subject to the constraint that the sum of the
weights of the edges present in the subgraph induced by the selected vertices is greater than a fixed threshold. The
vertices in one partition correspond to the set of unsafeguarded permissions
(P ), while the vertices in the other
partition correspond to the set of objects whose access is uncurtailed
(O). The weight of each vertexp� 2 
(P )

is f(p�), the frequency of the permission in the workload, while the weight of each vertexo� 2 
(O) is f(o�),
the frequency of the object in the workload.

The weight of an edge(p�; o�) between a permissionp� and an objecto� is the contribution to the total risk
that results from the exposure of the corresponding permission and the cost of the corresponding object’s security
being subverted. Thus the weight of the edge is:

w(p�; o�) =
X

t�2T : p�2P̂ (t�)\
(P ) ^ o�2A(t�)\
(O)

T (t�)�
v(p�)� v0(p�)

jP̂ (t�)j
� c(o�) + i(o�) + a(o�) (22)

The fixed threshold is the risk tolerance,R0. Risk relaxation is similar, with the exception that the sum of
weights of the chosen vertices (which are from the sets	(P ) and	(O) instead of sets
(P ) and
(O)) must
be maximized, while the sum of the weights of the edges in the induced subgraph must remain below a fixed
threshold. The two optimization problems are equivalent.
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2.6.2 Decision Problem

The decision problem for risk reduction takes as input: (i) a bipartite graph of the form described above, (ii) a fixed
threshold which is the risk tolerance, and (iii) the sum of the weights of the subset of vertices to be chosen, which
corresponds to the runtime cost of the primitives in a proposed response. The output is onlytrue if the algorithm
is able to find a subset of vertices whose weights add up to the specified total, while the sum of the weights of the
edges in the induced subgraph is at least the specified threshold.

2.6.3 NP-Hard

Given an algorithm for the risk reduction optimization problem, the decision problem can be solved by checking if
the target sum of vertices’ weights is less than, equal or greater than the minimum cost output by the optimization
algorithm.

Given a decision algorithm for risk reduction, we can solve themaximum edge biclique problemwhich takes a
bipartite graph and a threshold as inputs and outputs whether the graph includes a biclique that is the size of the
threshold or larger. The problem is known to be NP-complete [Peeters03].

To solve the maximum edge biclique problem, we repeatedly invoke the risk reduction decision algorithm. The
number of invocations is bounded above by the size of the vertex set in the graph. The input is the bipartite
graph (with all vertices and edges weighted1), the threshold and a target number of vertices that ranges during
invocations from1 to the total number of vertices in the bipartite graph. The first time the output istrue , we stop
and outputtrue for the maximum edge biclique problem.

Since the risk reduction decision algorithm outputtrue , the sum of the weights of the vertices (which is equal
to the number of vertices since all the weights were set to1) is the least possible such that the sum of the weights
of the edges (which is equal to the number of edges since the weights of all the edges were set to1) was at least
the threshold specified. The total number of edges in a biclique is the maximum possible for a subset of vertices of
the biclique’s size. Thus, the smallest subset of vertices that will contain a specified number of edges is a biclique.

If all the invocations of the risk reduction decision problem produced an output offalse , then the output for
the maximum edge biclique problem is alsofalse . This completes the reduction. If the risk reduction decision
problem weretractable, then the maximum edge biclique problem would also be tractable, but it is known to
be NP-complete. Therefore, the risk reduction (and risk relaxation since it is analogous) decision problems are
NP-hard.

2.7 Response Selection

Determining the optimal choice of safeguards and curtailments for risk management corresponds to an NP-hard
problem, as argued in Section 2.6. Additionally, there is evidence that the maximum edge biclique problem is
difficult to approximate [Kogan04]. Since the choice is to be made in real-time, we will use a heuristic which
guarantees that the risk threshold is maintained. The heuristic uses the greedy strategy of picking the response
primitive with the highest benefit-to-cost ratio repeatedly till the constraint is satisfied. By maintaining the choices
in a heapdata structure keyed on the benefit-to-cost ratio, the first primitive in the response set can be chosen in
O(1) time. This is significant since implementing a single response primitive is often sufficient for disrupting an
attack in progress.

Since the benefit associated with each unutilized safeguard or curtailment is the degree to which the risk will
be reduced if it is used, this is a function of other safeguards or curtailments related to the threats that it affects.
Similarly, since the loss of benefit associated with each currently utilized safeguard or curtailment is the degree to
which the risk will increase if it is used, this is also a function of the other safeguards or curtailments associated
with the threats that it affects. As a result, the benefit of adding or removing each safeguard or curtailment must
be recalculated each time other safeguards or curtailments are added or removed.
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2.7.1 Risk Reduction

We outline the algorithm for the case where the risk needs to be reduced. The first two steps constitute pre-
processing and therefore only occur during system initialization.

Step 1 The benefit-to-cost ratio of each candidate safeguard permissionp� 2 
(P ) can be calculated by:

�(p�) =

X

t�:p�2(P̂ (t�)\
(P ))

T (t�)�
v(p�)� (1� v0(p�))

jP̂ (t�)j
� C0(t�)

f(p�)
(23)

Step 2 Similarly, the benefit-to-cost ratio of protecting an objecto� 2 
(O) can be calculated by:

�(o�) =

(c(o�) + i(o�) + a(o�)) �
X

t�:o�2(A(t�)\
(O))

T (t�)� V 0(t�)

f(o�)
(24)

Step 3 The response sets are defined as empty, that is�(
(P )) = �(
(O)) = �.

Step 4 The single risk reducing measure with the highest benefit-to-cost can be selected, that is:

max pmax; omax where : (25)

pmax = max �(p�); p� 2 
(P )

omax = max �(o�); o� 2 
(O)

If it is a permission it is added to�(
(P )) and if it is an object it can be added to�(
(O)).

Step 5 If the choice was a permissionp�, then the value�(o�) must be recalculated for all objectso� that
are affected by threats which utilizep� in the course of their attacks. Thus, each�(o�) must be
updated if:

o� 2
[

t�:p�2P̂ (t�)

A(t�) (26)

Instead, if the choice was an objecto�, then the value�(p�) must be recalculated for all permissions
p� that are utilized in the course of an attack that affects objecto�. Thus, each�(p�) must be updated
if:

p� 2
[

t�:o�2A(t�)

P̂ (t�) (27)

Step 6 The risk before the candidate responses were utilized isRa. If the responses were activated the
resulting riskR00 is given by:

R00
= Ra �

X

p�2�(
(P ))

�(p�)� f(p�) �
X

o�2�(
(O))

�(o�)� f(o�) (28)

This is equivalent to using Equations 12, 13 and 14. While the worst case complexity is the same,
when few protective measures are added the cost of the above calculation is significantly lower.

Step 7 If R00 > R0 then the system repeats the above from Step 4 onwards. However, ifR00 � R0 then
the set of safeguards�(
(P )) and the set consequence curtailing measures�(
(O)) must be applied.
�(
(P )) should be transferred from
(P ) to	(P ) and�(
(O)) should be transferred from
(O) to
	(O). Then the response sets should be reset so�(
(P )) = �(
(O)) = �.
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The time complexity is:

O((�(
(P )) + �(
(O)))� (log jP j+ log jOj+
X

t�2T

(jP̂ (t�)j+ jA(t�)j))) (29)

In the worst case, this isO(jP j+ jOj)2. Unless a large variety of attacks are simultaneously launched against the
target, the first factor will remain small. Additionally, if there is a strong correlation between the exposures and
the consequences, then the second factor will also remain small. Thus, in practice it is likely to achieve acceptable
results.

2.7.2 Risk Relaxation

In the case of risk relaxation, the algorithm becomes:

Step 1 Forp� 2 	(P ) calculate:

�(p�) =

X

t�:p�2(P̂ (t�)\	(P ))

T (t�)�
v(p�)� (1� v0(p�))

jP̂ (t�)j
� C0(t�)

f(p�)
(30)

Step 2 Foro� 2 	(O) calculate:

�(o�) =

(c(o�) + i(o�) + a(o�)) �
X

t�:o�2(A(t�)\	(O))

T (t�)� V 0(t�)

f(o�)
(31)

Step 3 Set�(	(P )) = �(	(O)) = �.

Step 4 Find the safeguard or curtailment which yields the least risk reduction per instance of use:

min pmin; omin where : (32)

pmin = min �(p�); p� 2 	(P )

omin = min �(o�); o� 2 	(O)

Add it to �(	(P )) if it is a permission. Instead, add it to�(	(O)) if it is a file.

Step 5 Update�(o�) if:
o� 2

[

t�:p�2P̂ (t�)

A(t�) (33)

or update�(p�) if:
p� 2

[

t�:o�2A(t�)

P̂ (t�) (34)

depending on whether a permission or a file was chosen in the previous step.

Step 6 CalculateR00:

R00
= Ra +

X

p�2�(	(P ))

�(p�)� f(p�) +

X

o�2�(	(O))

�(o�)� f(o�) (35)

Step 7 If R00 < R0, repeat from Step 4. IfR00
= R0, proceed to next step. IfR00 > R0, undo last iteration

of Step 4.

Step 8 Relax all measures in�(	(P )) and�(	(O)) and transfer them to
(P ) and
(O), respectively. Set
�(	(P )) = �(	(O)) = �.
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3 Related Work

3.1 Intrusion Response

Frameworks have previously been proposed for adding response capabilities. DCA [Fisch96] introduced a taxon-
omy for response and a tool to demonstrate the utility of the taxonomy. EMERALD’s [Porras97] design allows
customized responses to be invoked automatically, but does not define them by default. AAIR [Carver01] describes
an expert system for response based on an extended taxonomy.

Our approach creates a framework for systematically choosing a response in real-time. This allows an attack
to be contained automatically instead of being limited to raising an alarm, and does not require a new response
subsystem to be developed for each new class of attack discovered.

3.2 Risk Management

Risk analysis has been utilized to manage the security of systems for several decades [FIPS31]. However, its use
has been limited to offline risk computation and manual response. [SooHoo02] proposes a general model using
decision analysis to estimate computer security risk and automatically update input estimates. [Bilar03] uses
reliability modeling to analyze the risk of a distributed system. Risk is calculated as a function of the probability
of faults being present in the system’s constituent components. Risk management is framed as an integer linear
programming problem, aiming to find an alternate system configuration, subject to constraints such as acceptable
risk level and maximum cost for reconfiguration.

In contrast to previous approaches, we use the risk computation to drive changes in the operating system’s
security mechanisms. This allows risk management to occur in real-time and reduces the window of exposure.

The model described has been realized in a prototype, as described in [Gehani03]. It includes the following:
an implementation of a state transition [Ilgun95] based intrusion detector; an extension of the Java access control
subsystem to support predicated permissions; the ability to specify the exposure reduction resulting from each
predicate’s evaluation; a modification of the Java file input/output facilities to allow explicit guarantees about the
confidentiality, integrity and availability of the data; the ability to explicitly associate costs for the loss of each
of the security characteristics of any file; a risk manager that coordinates the other subsystems. The modified
platform was able to respond and contain a suite of synthetic attacks against a web server running on it. This was
expected since the configuration had been manually tuned. Further work is needed to automate the process of
configuring the system.

4 Conclusion

This paper addresses the issue of modeling the detection and response process by equating the insecurity of a
system with the risk it faces. The risk is defined formally in terms of known threats, exposures and consequences.
Each threat is characterized using a host-based intrusion detection signature. Its likelihood is estimated by the
current extent of the signature’s match when a system is running. The system’s exposure to a threat is a function
of the permissions requested in the course of the attack and the auxiliary checks being performed before they are
granted. The consequence of a threat is calculated as a function of the data that can lose confidentiality, integrity
or availability when the attack is successful. The products of each threat’s likelihood, the system’s exposure to it
and its consequence, contribute additively to form the total known risk of the host.

Two types of responses are utilized. One type performs further runtime checks before granting specific permis-
sions, while the other allows disabling of transparent decryption, signing of modifications and remote replication
of specific protected files. Intrusion response is framed as maintaining the risk below a threshold of tolerance with
a simultaneous goal of minimizing the impact of the selected responses on runtime performance. This requires
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minimizing a particular linear objective function with a quadratic constraint, which we have shown is NP-hard.
Given that the response must be chosen in real-time, an optimal choice is ruled out. Instead, a greedy heuristic is
used. It allows the first response primitive to be chosen in constant time, which is frequently sufficient to disrupt
an attack. The remaining primitives, required to adequately manage the risk, are selected in quadratic time.
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