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Abstract

The Domain Name System (DNS) is a core component of the Internet infrastructure.
Many network services such as the Web and electronic mail rely on DNS. Thus it
is critical to protect DNS from denial-of-service (DoS) attacks. This paper analyzes
the DoS threats against DNS, and reviews existing and proposed countermeasures
for addressing those threats.

Keywords: Denial of service, domain name system, network infrastructure, threat
analysis, countermeasures



Chapter 1

Introduction

The Domain Name System (DNS) is a core component of the Internet infrastructure.
Many network services rely on DNS to function. For instance, DNS is used to
translate human-level (domain) names such as www.cnn.com to the IP addresses of
the CNN’s Web servers. If DNS is unavailable, a diverse range of network services,
including the Web and electronic mail, may cease to work. Denial of service attacks
(DoS) against DNS prevent DNS requests from being served, and have many forms,
from corrupting the configuration of a DNS component to flooding-based distributed
DoS attacks. This paper analyzes the DoS threats against DNS, and reviews security
mechanisms and practice for countering these threats.

In recent years, a number of high-profile attacks against the availability of DNS
have occurred, which affected various e-commerce, software company, and news Web
sites, content distribution services, ISPs, and Internet infrastructure components.
For example, in October 2002, a coordinated distributed DoS attack flooded all root
servers simultaneously with high-volume network traffic. Although the root servers
were reportedly able to keep up with the traffic, some root servers were unreachable
or incurred significant increase in response time from many parts of the Internet
because of the network congestion caused by the attack [10,12,34].

The organization of the rest of this paper is as follows. Chapter 2 presents an
attack tree for characterizing the security threats against the availability of DNS.
Chapter 3 describes existing and proposed countermeasures for addressing those
threats. Chapter 4 presents concluding remarks.
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Chapter 2

Attack Tree

In the attack tree methodology [30], a root node corresponds to an attacker’s goal.
A tree node may have a set of children. These child nodes correspond to way(s)
to achieve the parent node. An attack tree, developed by successive refinements,
represents the security threats against a system with respect to the goal. An internal
(tree) node can be either an AND node or an OR node. If a node is an AND node,
all its child nodes need to be achieved to achieve that node. On the other hand, an
OR node can be achieved by achieving only one of its child nodes.

The leaf nodes of an attack tree can be assigned a security value (e.g., amount
of resources needed to achieve this node, or whether a node is achievable). Based on
these values, one can compute the security value for the goal (i.e., the root node).
Using this methodology, “what if” questions can be asked—for example, when a
security mechanism is added to a system, it may change the values of some nodes,
and the security value of the root node may then be recomputed.

Previous papers [6,8,31,32] have described vulnerabilities of DNS. Here, we build
on the existing work, and analyze the DoS threats against DNS in more detail.

In a typical DNS name resolution1 scenario, there are several potential “attack
points” for disrupting the resolution process:

1The process of retrieving data from DNS is called name resolution, or simply resolution. There
are two modes of resolution in DNS: iterative and recursive. In the iterative mode, when a name
server receives a query for which it does not know the answer, the server will refer the querier to
other name servers that are more likely to know the answer. DNS servers are initialized with the
IP addresses of root name servers. Moreover, the root servers know the authoritative servers of
the top-level domains (e.g., com). A top-level domain server knows the authoritative servers of its
second-level domains (e.g., example.com), and so on. By following the hierarchical structure, the
querier can get “closer” to the answer after each referral. In the recursive mode, a server either
answers the query based on the DNS data it has or finds out the answer by contacting other servers
itself and then returns the answer to the querier.
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1. stub resolver2 host

2. communication between the stub resolver and the first-hop name server for
recursive name resolution

3. first-hop name server

4. communication between the first-hop name server and the other name server(s),
if needed, for iterative name resolution

5. other name server(s)

Based on the above, we developed an attack tree, depicted in Figure 2.1. The
root node of the attack tree corresponds to the goal of causing DNS resolution to
fail. Moreover, there are three subgoals for achieving it—namely, attack resolver
hosts (see Section 2.1), disrupt communication (see Section 2.2), and attack name
servers (see Section 2.3).

2.1 Attack Resolver Hosts

Goal: Attack resolver hosts to make them unable to contact a recursive name server
(OR)

1. Exploit a vulnerability of resolvers to cause them to fail or misbehave

2. Corrupt resolver configuration settings

3. Attack the TCP/IP stack of the resolver host

Like other software pieces, one may be able to attack DNS resolvers by exploiting
their vulnerabilities such as buffer overflow attacks (e.g., [22]) and cause them to
misbehave or crash.

Another attack vector is modifying resolver configuration files, say through com-
puter viruses, Trojans, or worms. Resolver configuration files may include informa-
tion about the DNS servers used for name resolution. An attack that replaces the
name server IP addresses in a resolver configuration file with bogus ones could cause
denial of service. Also, changing other directives in resolver configuration files may
affect the name resolution process. For example, a resolver may be configured to per-
form “name completion” by appending certain suffixes to an “incomplete” domain

2Stub resolvers are the most common form of DNS client. They do only the minimal job of
constructing DNS queries, sending them to name servers for recursive resolution, and resending the
queries if timeouts occur.
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Figure 2.1: Attack Tree: DoS against DNS
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name (i.e., non-fully qualified domain name). Thus, an adversary may cause name
resolution involving an incomplete domain name to fail by appropriately modifying
the resolver configuration settings. Another example is that DNS name resolution
may be disabled or having the resolver host consult a local host table instead by
changing a directive in a resolver configuration file.

An adversary may also attack the TCP/IP stack of a resolver host to confuse it
about the identity or the availability of the first-hop name servers. For example, an
attack may send ICMP unreachable messages to the resolver host to cause it to give
up sending DNS requests to name server(s). If the adversary has access to the local
area network in which the resolver host lives, other attacks such as ARP spoofing [9]
may be used to change the mapping of IP addresses of the name servers to incorrect
MAC addresses.

2.2 Disrupt Communication

Goal: Prevent DNS resolvers/servers from receiving queries or responses (OR)

1. Perform packet flooding to cause network congestion, which causes routers to
drop DNS queries (OR)

1.1 Direct packet flooding attacks

1.2 Indirect packet flooding attacks

2. Exploit the vulnerabilities of routing protocols or firewalls

A brute force approach for attacking the availability of name servers is to flood
the servers with packets. The 2002 attack against the root servers described in
Chapter 1 is an example of this type. If the network routers at the server sites or
their upstream ISP cannot handle the network traffic, the routers will have to drop
certain packets. Because it may be impossible to distinguish legitimate network
traffic from attack traffic, both types of traffic going to the name servers may be
dropped during the attack. Depending on the number and network bandwidth of
the attacking machines, a DoS attack like that may prevent the majority of the
normal DNS queries from reaching the name servers. An adversary may leverage
on other hosts on the Internet to increase the attack power by using those hosts
as “bandwidth amplifiers” and directing the resultant network traffic to the name
servers. For example, the smurf attack [13] sends ICMP echo request messages (with
a forged source address) to broadcast addresses to generate many ICMP echo reply
messages directed at the target, or an adversary takes advantage of the difference
in size between DNS queries and DNS responses and sends forged DNS queries to
other name servers to flood the target name servers with large DNS responses [7].
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DNS queries may fail to reach the name servers if the underlying routing in-
frastructure is compromised. For example, a compromised router may selectively
drop all DNS queries to root name servers. An in-depth threat analysis against
routers and routing protocols is beyond the scope of this paper. Readers are re-
ferred to [14,19,28] for more information about routing protocol vulnerabilities and
to [15] for an attack tree for the Border Gateway Protocol (BGP).

2.3 Attack Name Servers

Goal: Attack DNS servers to prevent them from resolving DNS queries (OR)

1. Use incorrect DNS data for name resolution

2. DoS DNS servers

3. Damage name servers

At the server end, one may cause the resolution process to fail by having the
server use incorrect DNS data, preventing it from receiving queries, or disabling the
server.

2.3.1 Use Incorrect DNS Data for Name Resolution

1. Corrupt the cache of DNS servers so that it uses bogus data for name resolution

2. Attack zone transfer between primary and secondary master name servers
(OR)

2.1 Prevent TCP connection establishment between primary and secondary
master name servers

2.2 Hijack TCP connections and feed incorrect DNS data to secondary master
name servers

2.3 Modify DNS data in transit between primary and secondary master name
servers

3. Unauthorized changes of DNS data

4. Human errors or insider threats
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When a name server performs recursive name resolution, it may cache the results
to expedite processing for future queries.3 If an adversary can poison the cache
of a server with bogus resource records or negative responses, it may cause name
resolution to fail. For example, if an adversary can corrupt the cache of a name server
with incorrect NS/A resource records of the name servers for the example.com zone,
the attacked name server may be unable to contact the example.com name servers,
and thus may be unable to resolve names that belong to the example.com domain.
Cache poisoning attacks may be conducted by having a name server controlled by the
adversary give out incorrect DNS data, or by spoofing DNS responses via transaction
ID prediction [26]. Although these attacks have been known for years [8,31,32], they
are still a threat (e.g., [21]).

For robustness, one should deploy two or more name servers that are authori-
tative for a zone. One is the primary master name server, which obtains the zone
updates directly, and the others are secondary master (or slave) name servers, which
obtain zone data from the primary master via a process called zone transfer. By
preventing the zone transfer process (e.g., using a TCP SYN flooding attack against
the primary master), the secondary master servers will not be able to obtain the
updates and their zone data will eventually expire. The zone transfer process may
also be attacked by TCP connection hijacking or by a man-in-the-middle attack,
which may cause a secondary master to serve incorrect DNS data.

The zone data of an authoritative name server may be compromised by exploit-
ing a vulnerability of the name server to gain access and then modify the stored
zone data, or by performing (unauthorized) dynamic updates for zone data. Also,
an adversary may exploit a weakness of the registrar/registry operation procedure
or communication protocol to fraudulently change the DNS data pertaining to a
domain, for example, the domain hijacking attack for the ISP Panix in January
2005 [25].

Errors made by DNS operators may affect DNS availability. For example, in July
1997, corrupted zone data for the top-level domains .com and .net was distributed,
which caused Internet-wide disruption for more than 4 hours [35]. A common exam-
ple of operational errors is lame delegation in which a zone has incorrect information
about the name servers of a delegated zone. This may occur when a DNS operator
changes the name servers for a zone but fails to update the corresponding resource
records in the parent zone or to notify the administrator of the parent zone about
the change. As a result, name resolution following the DNS hierarchy will fail to

3Name servers may be categorized into three types: caching-only name servers, authoritative-
only name servers, and name servers that perform caching and are authoritative for a zone. The
authoritative-only name servers do not support recursive name resolution and are designed to
respond to queries based on the DNS resource records for which they are authoritative. Thus
authoritative-only name servers are immune to cache poisoning attacks.
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reach the name servers that can answer the query. Although the above examples
were probably accidents, a renegade DNS administrator could have initiated them.

2.3.2 DoS DNS Servers

1. Attack the TCP/IP stack of the DNS server machines to cause them to drop
incoming DNS queries

2. Exhaust the resources of DNS servers

One may be able to force name servers to drop DNS queries by attacking the TCP/IP
stack of name server machines, for example, by exploiting IP fragmentation reassem-
bly vulnerabilities to exhaust memory or CPU resources. Another approach is to
exhaust the CPU and memory resources of a DNS server, for example, by bom-
barding name servers with a lot of DNS queries so that they do not have enough
resources to process all the DNS queries they receive.

2.3.3 Damage Name Servers

1. Exploit a vulnerability of DNS servers to cause them to fail or misbehave

2. Gain access to the DNS server and reconfigure/shutdown the server

3. Compromise a service on which name servers depend

4. Physical attacks against the DNS server

Name server implementations may have vulnerabilities that can be exploited to cause
them to fail or misbehave; readers are referred to CERT advisories and the BIND
vulnerability list [22] for more information. Name servers may also be disabled by
gaining remote or physical access (e.g., password guessing or social engineering) and
turning them off.
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Chapter 3

Countermeasures

Denial of service has long been a difficult problem to address. A book by Mirkovic
et al. [27] presents state-of-the-art attack and defense methods for denial of ser-
vice. Some general defense techniques such as packet filtering and rate limiting are
useful in handling DoS attacks against DNS. This section describes DNS-specific
countermeasures for DoS attacks.

3.1 Existing Countermeasures

The “best current practice” RFCs (e.g., [11, 18]) and a book by Albitz and Liu [2]
provide guidance on planning and operating DNS. This section describes some of
the existing methods that are useful for protecting DNS from DoS attacks.

Multiple name servers To increase the robustness of DNS, one should avoid hav-
ing a single point of failure. For a zone, one should deploy more than one name
server and have the servers geographically and topologically distributed to re-
duce the likelihood that an attack or accident can knock out all authoritative
name servers of a zone. More information about deploying secondary name
servers is in [18].

Anycast routing A special case of deploying multiple name servers is having them
share a common IP address and using anycast routing. When a client sends
a DNS query to this network address, the underlying routing infrastructure
will direct the query to exactly one of these servers, typically the one that is
“closest” to the client. This technique is useful in increasing the number of
name servers for a zone without using more IP addresses, which is important in
some cases (e.g., the root zone and the top-level domains) to keep the sizes of
DNS responses small. To counter flooding attacks, using anycast routing may
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also have the benefit of containing the damage of the attacks to the network
regions in which the attack traffic originates. See [1,20,24] to learn more about
using anycast routing for DNS.

Overprovisioning of host resources and network capacity By using machines
and network connections that can handle significantly more traffic than the
expected peak load for the DNS servers, the additional capacity can func-
tion as a buffer zone to deal with server failure and a surge in traffic due to
DoS attacks. For instance, a requirement for root servers is that each server
can handle three times the peak load occurring in normal conditions so that
the root services can be provided even if two-thirds of the root servers are
unavailable [11].

Diversity Using diverse DNS software implementations, operating systems, hard-
ware platforms, and personnel (e.g., the root name servers are managed by
different organizations independently) may reduce the risk of having a single
point of failure. For example, different resolver and name server implementa-
tions tend to have different sets of vulnerabilities.

TSIG The transaction signature (TSIG) [33] scheme uses symmetric-key cryptog-
raphy and one-way hash functions to protect DNS transactions. In particular,
one can use TSIG to authenticate DNS responses to ensure that data received
in zone transfers is authentic and not modified in transit. Moreover, name
servers can use TSIG to authenticate dynamic update requests. As discussed
in Section 2.3.1, if a name server uses incorrect DNS data, it may fail to resolve
DNS queries.

Dedicated machines Using separate name servers for providing the services of
iterative and recursive name resolution may reduce risk. Authoritative-only
name servers, which support only iterative name resolution, may not be vul-
nerable to cache poisoning attacks. Also, one should avoid running non-DNS
applications on the name server machines; otherwise, the vulnerabilities of
those applications may present additional attack vectors for an adversary to
compromise the name servers.

3.2 To-be-deployed or Proposed Countermeasures

This section describes countermeasures that are not yet (widely) deployed or are in
the research stage.

DNSSEC The DNS security extensions (DNSSEC) [3–5] use digital signatures to
secure the authenticity and integrity of DNS data and negative responses
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(i.e., authenticated denial of existence). DNSSEC provides strong protection
against the threats of spoofing and man-in-the-middle attacks. Although, as
noted in [6], DNSSEC does not help address flooding-based attacks, it may
strengthen DNS against a type of DoS attacks. Ensuring integrity and authen-
ticity of DNS data is useful not only for countering DNS attacks that return
incorrect results to applications such as pharming, which involves attacking
DNS to redirect users to malicious Web sites even though they enter the cor-
rect URLs in their browsers, but also for addressing certain DoS attacks by
preventing DNS servers from using incorrect DNS data for resolution. Ongoing
efforts to facilitate the large-scale deployment of DNSSEC include the IETF
DNS Extensions and DNS Operations Working Groups, and the DNSSEC
Deployment Initiative [17].

Peer-to-peer DNS Using a peer-to-peer network to provide the DNS service (e.g.,
[16, 29]) presents another approach for addressing DoS attacks. In particular,
a peer-to-peer DNS does not rely on the root servers and the top-level domain
DNS servers for resolution, and may dynamically adapt to an increase in the
number of DNS queries for a domain by having more nodes act as servers. Thus
the peer-to-peer approach may present a more scalable solution to counter
flooding attacks against DNS. Note that the peer-to-peer DNS and the existing
DNS are not mutually exclusive. For example, one may add a new dimension
of security to the existing DNS by deploying the peer-to-peer DNS as a backup.
An experimental deployment of a peer-to-peer DNS, called CoDoNS [29], has
been conducted in PlanetLab.
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Chapter 4

Concluding Remarks

Although the existing and proposed countermeasures appear to be useful for address-
ing many of the DoS threats against DNS, conducting a comprehensive analysis on
them may help us better understand their effectiveness and limitations, and derive
accurate security values used in the attack tree. For example, consider the apparent
lack of diversity in the population of name servers deployed on the Internet (as indi-
cated by Internet Systems Consortium’s Internet domain surveys [23]). A study may
be conducted on name server implementations to understand the tradeoffs between
diversity and security.

We need to take into account the risk of DoS attacks in protocol design and
deployment. For example, to facilitate DNS operators in deploying DNSSEC and
make zone data enumeration more difficult, a solution [36] is proposed that involves
generating digital signatures on-the-fly for providing a strong cryptographic proof
to show that a queried domain name does not exist. As noted in [36], there is a
DoS risk for that scheme because digital signature generation is a computationally
intensive operation. An adversary may be able to attack a name server by flooding it
with DNS queries corresponding to nonexistent domain names to cause denial of ser-
vice. Based on a cost-benefit analysis for the deploying organization, precautionary
measures (e.g., using faster computers or a hardware-based solution for signature
generation) may be employed to mitigate the threat.
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