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Automation surprisesoccur when an automatedsystembehaes differently
thanits operatorexpects. If the actual systembehaior andthe operators
“mentalmodel”arebothdescribedsfinite statetransitionsystemsthenmech-
anizedtechniqueknown as“model checking”canbe usedautomaticallyto

discover ary scenarioghat causethe behaiors of the two descriptiongo di-

verge from oneanother Thesescenariosdentify potentialsurprisesandpin-

point areaswheredesignchangesor revisionsto training materialsor proce-
dures,shouldbe considered. The mentalmodelscanbe suggestedy human
factorsexperts,or canbe derivedfrom trainingmaterials,or canexpresssim-
ple requirementdor “consistent’behaior. The approachis demonstratetyy
applyingthe Mur¢ stateexplorationsystemto a “kill-the-capture” surprisein

the MD-88 autopilot.

This approactdoesnot supplantthe contribtutionsof thoseworking in hu-
manfactorsandaviation psychology but ratherprovidesthemwith atool to
examinepropertiesof their modelsusingmechanizedalculation. Thesecal-
culationscanbe usedto explore the consequencesf alternatve designsand
cues,andof systematimperatorerror, andto assesshe cognitive compleity
of designs.

The descriptionof modelcheckingis tutorial andis hopedto be accessible
to thosefrom the humanfactorscommunityto whomthis technologymay be
new.
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1 INTRODUCTION

Automatedsystemssometimesehae in waysthat
surprisetheir operatord23]. These*automationsur
prises” are particularly well-documentedn the cock-
pits of advancedcommerciahircraft[7,18,22] andser-
eral fatal crashesand otherincidentsare attributed to
problemsin the “flightcrew-automationinterface”[10,
AppendixD].

Cognitie scientistshave proposedhathumanscon-
struct “mental models” of the world [14]; in particu-
lar, operatorandusersof anautomatedystendevelop
suchmodelsof the systens behaior andusethemto
guidetheirinteractionwith it [17]. An automatiorsur
prise then occurswhen the actualbehaior of a sys-

temdepartdrom thatpredictedby its operators mental
model.

Comple systemsareoften structurednto “modes”
(for example, an aircraft flight managemensystem
might have differentmodesfor cruise,initial descent,
landing,andsoon), andtheir behaior canchangesig-
nificantly acrossdifferentmodes. “Mode confusion”
ariseswhenthe systemis in a differentmodethanthat
assumedby its operatorthisis arich sourceof automa-
tion surprisessincethe operatormay interactwith the
systemaccordingto a mentalmodelthatis inappropri-
atefor its actualmode.

If we acceptthat automationsurprisesnay be due
to amismatchbetweerthe actualbehaior of asystem
andthe operators mentalmodelof thatbehaior, then
oneway to look for potentialsurpriseds to construct
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explicit description®f the actualsystembehaior, and
of a postulatednentalmodel,andto comparehem.

The discrete behaior of complex control sys-
tems can be describedin terms of “state machines,
which are a formal, mathematicarepresentatiorthat
is amenabldo variouskinds of automatedanalysis. |t
is becomingacceptedhatsuchformal descriptiongan
be usefulin requirementsanalysisand other verifica-
tion and validation actiities for critical systemg6].
It is also becomingacceptedhat statemachinespro-
vide a naturalrepresentatioior mentalmodels[13].
Now, if a statemachinespecificationis available for
the actualsystem,and if we can constructone for a
plausiblementalmodel, then we could, in principle,
“run” the two machinesn parallelto seeif their be-
haviors ever diverge from oneanother Whatis poten-
tially valuableaboutthisapproactis thatif thetwo state
machineshave finite statespacesthena body of tech-
niquesfrom the branchof formal methodsn computer
scienceknown as“model checking”[5] canbe usedto
compareall possiblebehaiors of the two machines.
If adiscrepang is discoreredin the behaiors of the
two descriptionsascenariccanbegeneratedhatgives
the sequencef inputsandinteractionsthat manifests
the divergence. This providesthe designeror analyst
with informationthatcanbeusedto bring the designof
theactualsysteminto closeralignmentwith the mental
model (eitherby changingits behaior, or by improv-
ing the cuesit providesto its operator),or thatcanbe
usedto guidethe formationof moreappropriatemen-
tal modelsthroughimprovementsn documentatioror
operatoitraining.

This approachcan be comparedwith currentprac-
tice, which relies on developmentof a simulationor
rapidprototypeof the proposediesignthatcanbeeval-
uatedexperimentally(e.g.,by having testpilotsfly sim-
ulatedmissions).A testpilot may approximatehe be-
havior andexpectationof aline pilot moreaccurately
thana hypothesizednentalmodelencodedas a state
machineput only alimited numberof experimentan
be performedin this way, andthesewill cover only a
smallfractionof the possiblgoint behaiors of the au-
tomationandthe pilot. The modelcheckingapproach
usesa simple model of the pilot, but then examines
all possibleinteractionsandjoint behaiors. The evi-
dencefrom otherapplicationsof modelchecking(e.g.,
in hardware and protocol design)is that completeex-
plorationof somavhatsimplified modelsgenerallyde-
tectsmoreproblemghanpartial explorationof thereal
thing (asin testingandsimulation). Thisis notto sug-

gestthat the modelcheckingapproactshouldreplace
experimentswith humanoperatorsput thatit is likely
to be a usefuladjunctthat canidentify someproblems
that may be missedby experiments,and it may also
identify someproblemsearlier or more cheaplythan
experiments.

Thereare someobvious difficulties with the model
checkingapproach:the statemachinedescriptionsof
real systemsoften are not finite-state,or have finite
statespaceghat aretoo large for a modelchecler to
analyzeexhaustvely (this may be so, for example, if
the stateincludesnumericquantities);also, thereis no
directwayto accessanoperators mentalmodelfor the
purposeof encodingit as a statemachine. | am of
theopinionthatboththeseadifficultiescanbe overcome
by abstaction and geneglization Becausewe are
performingrefutationratherthanverification(i.e., we
arelookingfor potentialbugs—automatiosurprisesn
this case—notrying to prove their absencejve do not
needto modelall the detailsof the actualsystem.For
example,to examinemodeconfusion,we needmodel
only the modetransitionsof the systemnot the details
of its behaior within thosemodes;andto examinethe
modetransitionat, say a capturealtitude ,we needonly
to modelwhetheror nottheairplaneis ator closeto the
capturealtitudeandnotits exactaltitude.

Similarly, becauseurgoalis to discover errorprone
designs,not to gain psychologicalinsightinto human
behaior, we do not needto examinethe mentalmodel
of ary particularoperator We will be contentto check
whetherthe actualsystembehaior violatesplausible
modelsandnaturalexpectationqe.g.,assuggestedy
training materials). | believe that humanfactorsspe-
cialists,in combinatiorwith thoseinvolved with devel-
oping, analyzing,documentingand using the system
concernedshouldfind it quite easyto suggessuitably
generalizednentalmodels.

2 AN EXAMPLE SCENARIO

| describeheproposednethodusinganexamplere-
portedby Palmer[18, Case2]. This examplehasalso
beenanalyzedoy LevesonandPalmer[15]; | compare
theirapproactwith minein Sectiord.

Theexampleis oneof five altitudedeviation scenar
iosobseredduringaNASA studyin whichtwenty-two
airline crews flew realistictwo hourmissionsin DC-9
andMD-88 aircraftsimulators.To follow thescenario,
it is sufiicientto understandhattheautopilotcanbein-
structedo causeheaircraftto climb orto holdacertain
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altitudethroughthesettingof its “pitch mode” In VERT
spD (Vertical Speed)modethe aircraft climbs at the
ratesetby the correspondinglial (e.g.,2,000feet per
minute);in 1AS (IndicatedAir Speed)mode,it climbs
atwhateverrateis consistentvith holdingtheair speed
setby anotherdial (e.g.,256 knots);in ALT HLD (Al-
titude Hold) mode, it holdsthe currentaltitude. In ad-
dition, certain“capturemodes’maybearmed If ALT
(Altitude) capturas armed theaircraftwill only climb
asfar asthe altitude setby the correspondinglial, at
which point the pitch modewill changeo ALT HLD; if
the capturemodeis not armed,howvever, andthe pitch
modeis VERT SPD or IAS, thenthe aircraft will con-
tinue climbing indefinitely The behaior of this sys-
temis complicatedy theexistenceof anALT CAP (Al-
titude Capture)pitch mode,which is intendedto pro-
vide smoothleveling off at the desiredaltitude. The
ALT CAP pitch modeis enterecautomaticallywhenthe
aircraft getscloseto the desiredaltitude andthe ALT
capturemodeis armed(do not confusethe ALT CAP
pitch modewith the ALT captue mode).TheALT CAP
pitch modedisarmsthe ALT capturemodeandcauses
the planeto level off at the desiredaltitude, at which
pointit entersaLT HLD pitch mode.

The following scenariodescriptionis slightly re-
wordedfrom Palmers original in orderto fit my ter
minology

The crew hadjust madea missedapproach
andhadclimbedto andleveledat 2,100feet.
They recevedtheclearancéo . .. climbnowv
and maintain 5,000 feet...” The Captain
setthe MCP (MasterControl Panel)altitude
window to 5,000feet (causingALT capture
mode to becomearmed), set the autopilot
pitch modeto VERT sPD with avalue of ap-
proximately2,000ft. per minuteandthe au-
tothrottleto sPD modewith a value of 256
knots. Climbing through3,500feetthe Cap-
tain called for flaps up and at 4,000 feet
he called for slatsretract. Passingthrough
4000 feet, the Captainpushedthe 1As but-
ton on the MCP. The pitch mode became
IAS and the autothrottleswent to CLAMP
mode. The ALT capture mode was still
armed. Threeseconddaterthe autopilotau-
tomaticallyswitchedpitch modeto ALT CAP.
The FMA (Flight Mode Annunciator)ARM
windonv went from ALT to blank and the
PITCH window shaved ALT CAP. A tenthof
a secondater, the Captainadjustedthe ver

tical speedwheelto a value of about4,000
feetaminute. This causedhe pitch autopilot
to switchmodesrom ALT CAPt0 VERT SPD.
As the altitude passedhrough5,000feet at
a vertical velocity of about 4,000 feet per
minute, the Captainremarled, “Five thou-
sand. Oops,it didn't arm” He pushedthe
MCP ALT HLD button and switchedoff the
autothrottle. The aircraftthenleveled off at
about5,500 feet as the “altitude—altitudé
voicewarningsoundedepeatedly

An aircraft climbing throughits assignedaltitude
(and potentially into the airspaceassignedo another
aircraft)is colloquially calleda“bust; soPalmerrefers
to the scenarioabore as the “kill-the-capture bust’
However, the basicproblemis presentwhetheror not
it leadsto a bust,sol preferto speakof it asthe “kill-
the-capturesurpris€. The sourceof the surpriseis the
interactionof the pitch andcapturemodesand,in par
ticular, with theway the ALT CAP pitch modedisarms
the ALT capturemode. Whenthe ALT capturemode
is armed, changingthe pitch mode betweeniAs and
VERT SPD, or changingthe valuessetby their corre-
spondingdials, simply changeshow the planeclimbs
to the desiredaltitude. Whenthe aircraftgetscloseto
the desiredaltitude, however, it autonomoushenters
ALT CAP pitchmodeanddisarmsaLT capturemode.If
thepitchmodeis thenchangedo IAS or VERT SPD, the
aircraftwill climb without limit in the newly selected
mode, sincethe ALT capturemodeis nowv disarmed.
The only indicationto the pilot thatthe autopilotis in
this vulnerablecombinationof modesis thatthe ARM
window of the FMA changedrom ALT to blank.

3 ANALYZING THE EXAMPLE

To seehow modelcheckingtechniquegsouldreveal
the existenceof the kill-the-capturesurprise,we first
needto constructa mental model that a pilot might
plausibly emplg. Different pilots might have differ-
entmentalmodels andwe cannotknow whatthey are,
but a plausiblebasictenetmight be thatthepitchmode
controlshowtheaircraftclimbs,andthe capturemode
controlswhetherthereis a limit to the climb. Another
plausiblebasictenetis thatoncecapturenodeis armed,
it becomeslisarmednly whenthe aircraftreacheshe
desiredaltitude (unlessthe pilot manuallydisarmsit).
Sincethis mentalImodelmakesno mentionof the ALT
CAP pitch mode,it obviously differsfrom thereal sys-
tem. This doesnot necessarilymeanthat the system
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harborsa surprise,howvever, becausea mentalmodel
shouldsuppressletailsconsideredunnecessario un-
derstandindnow to operateghe system.Thepilot might
well be aware of the ALT cAP pitch modeand of its
role in leveling the planeoff—and may even be aware
thattheALT cAP pitchmodeandtheALT capturemode
interactin someway—hut could believe this is merely
theimplementatiorof the ideal capturemodeassumed
in the mentalmodel. To discorer whethera surprise
really doesresidehere,we needto “run” the statema-
chinesrepresentinghe actual systemand the mental
modelonall possiblesequencesf inputsandcompare
theirbehaior.

| now presentan automatedanalysisof this exam-
ple usingthe Mur¢ (pronouncedMurphy”) stateex-
ploration systemdevelopedby David Dill’ s group at
StanfordUniversity [8]. Strictly speaking,Murg¢ is
notamodelchecler (thattermis properlyresered for
tools that testwhethera transitionsystemis a Kripke
model for sometemporallogic formula [4]), but the
term “model checking”is loosely appliedto ary tool
that uses(explicit or symbolic) stateexplorationtech-
niques. Systemsare describedn Mur¢ by specifying
their statevariables anda seriesof rulesthatindicate
the actionsthat can be performedby the systemand
the circumstancesnderwhich they canbe performed.
Propertieghatshouldholdin someor all statescanbe
givenaspartof aMur¢ specification(asassertionand
invariants respectiely), andthe Mur¢ systemunder
takesa searchof all reachablestatego ensurethatthe
given propertiesdo indeedhold. If they do not, Mur¢
prints an error trace that describeghe circumstances
leadingto theviolation. Thosewho have somefamil-
iarity with computemprogrammingshouldfind it fairly
easyto interpretMur¢ specificationsand canthink of
Mur¢ asperformingexhaustve simulationof thespec-
ified system,so that all possiblebehaiors are exam-
ined;this is feasiblebecaus¢he numberof stateq(i.e.,
combination®f valuesof thesystemvariablesjs finite
(althoughit may be very large). In hardware and pro-
tocol applicationsit is routineto apply Mur¢ to speci-
ficationsthatarethousand®f lineslong andthathave
tensof millions of reachablestates.

At the level of abstractionappropriatefor our in-
vestigation,the actual behaior of the example sys-
tem can be describedn termsof two statevariables,
pitch _modeandcapture _armed,whicharespec-
ified in Mur¢ asfollows.

Type

pitch_modes: enum

{vert_speed, ias, alt_cap, alt_hold };
Var

pitch_mode: pitch_modes;
capture_armed: boolean;

These declarationsspecify that pitch _mode can
take one of the four values from the enumerated
type pitch _modes, andthat capture _armed is a
boolean . Thepitch _modestatevariablerepresents
the autopilots pitch modein a directway,* while the
capture _armed variableencodesvhetherthe ALT
capturemodeis armed. Theinitial stateof the system
is specifiedin the Mur¢ Startstate declarationas

follows.
Startstate
Begin
clear pitch_mode;
capture_armed = false;
End;
The clear constructchoosessome arbitrary initial
value.

Now we can specify the actionsof the systemby
meanf Mur¢ rulesasfollows.

Rule "IAS"
Begin

pitch_mode := ias;
End;

This rule correspondgo the pilot engagingthe 1AS
pitch mode(whetherby pushingits button, or entering
avaluein its dial is unimportanttthislevel of abstrac-
tion). It hasno guardsmeaninghatit can“fire” atary
time, and hasthe effect of settingthe pitch _mode
statevariableto thevalueias . ThestringlAS is sim-
ply thenameusedto identify therule.

TheHLDandVSPDrulesaresimilarandcorrespond
to thepilot engaginghe ALT HLD andVERT SPD pitch
modesrespectiely.

Rule "HLD"
Begin

pitch_mode := alt_hold;
End;
Rule "VSPD"
Begin

pitch_mode := vert_speed;
End;

1| useslightly differentnamesto distinguishthe pitch modesof
the Mur¢ modelfrom thoseusedin the narratve description,but
theintendedcorrespondencghouldbe obvious.
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Noticethatl do not modelthe parameterge.g.,speed,
climb rate) usedby the various pitch modes,nor the
dialsthatareusedto settheseparametersWe arecon-
cernedonly with thebasicmodetransitionssoit is ap-
propriateto omit thesedetails. | shouldalsonotethat
I have no ideawhetherthe specificationbeing devel-
opedhereaccuratelyrepresentshe real DC-9 or MD-
88 autopilots—mypurposeis only to explain the ap-
proachnotto presentanindustrialapplication.

Thefollowing rule correspondso the pilot pushing
the ALT capturemodebutton. | have choserto specify
it asatoggle:initially the modeis not armed,pushing
the buttonarmsit, andpushingit againdisarmst once
more.

Rule "ALT CAPTURE"
Begin

capture_armed =
End;

Icapture_armed,;

The next rule correspondso the aircraftapproach-
ing the selectedhltitude. | call therule near anduse
lower caseto distinguishit from the uppercasenames
usedfor therulesassociatewith pilot actionshatwere
presented@bore.

Thisrule only hasaneffectwhencapture _armed
is true , in which caseit sets pitch _mode to
alt _cap andcapture _armed to false . (Those

familiar with Mur¢ might wonderwhy | did not use
capture _armed asaguardontherule;thereasoris
that! will later needto modify the rule to incorporate
the mentalmodelandthe presentarrangemenits more
convenientfor this purpose.)

Rule "near"

Begin

If capture_armed Then
pitch_mode := alt_cap;
capture_armed = false;
Endif;

End,;

The next rule correspondgo the aircraft reaching
the selectedaltitudewhenthe pitch modeis ALT CAP,
therebycausinga transitionto ALT HLD. | originally
specifiecthis asfollows,

Rule "arrived"

Begin

If pitch_mode = alt cap Then
pitch_mode := alt_hold;
Endif;

End;

However, we also needto accountfor the possibility
thatthe pilot armsALT capturemodewhenthe aircraft

is alreadyat the selectedaltitude. This circumstance
is dealt with by the secondIf-Then clauseof the
following revisedrule, which disarmsthe ALT capture
modeandbypassesaLT CAPtoentertheALT HLD pitch
modedirectly. In this andin later specificationfrag-
ments fainttypeis usedfor partspresentegbreviously,
anddarktypefor thenew or changednaterial.

Rule "arrived"
Begin

If pitch_mode = alt_ cap Then
pitch_mode := alt_hold;

Endif;

If capture_armed Then
capture_armed = false;
pitch_mode := alt_hold;

Endif;

End;

Somereaderanay considerthe specificationof the
last two rules to be excessiely loose: for exam-
ple, thereis nothingin the specificationthat excludes
physically impossible sequence®of events, such as
arrived followedby near , or severalnear sin suc-
cession. This loosenesss typical in model checking:
by omitting to specifyconstraintshatareenforcedby
the physicalworld, or by othercomponent®f the sys-
tem,we allow thespecifiedsystento have more beha-
iors thanis actually possible. If this lessconstrained
descriptiordoesnot exhibit theflaws we areconcerned
about, then certainly a more tightly specifiedsystem
(having strictly fewer behaiors) will notexhibit them?
Only if we get“falsedrops”(i.e., apparenerrorsthat
wouldbeexcludedif themodelwasmoredetailed)will
we needto refinethemodel.

Wehave now specifiedhebehaior of theactualsys-
temandcanturn to the specificatiorof anidealization
that constitutesa plausiblementalmodel. A suitable
modelcouldbeonewherereachinghedesiredaltitude
causea\LT capturemodeto beturnedoff andthe pitch
modeto changdo ALT HLD; thenear eventis notsig-
nificantto this mentalmodel.

To specifythis, | begin by addinga boolean state
variablecalledideal _capture thatwill recordthe
stateof the altitudecapturemodein the mentalmodel.
This variableis initialized to false in the modified
Startstate shawvn below.

Thisis true for whataretechnicallycalledsafetypropertiesit
is nottrueof livenesgropertiesAll the propertiesonsideredhere
aresafetyproperties.
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Var
pitch_mode: pitch_modes;
capture_armed: boolean;
ideal_capture: boolean;

Startstate

Begin

clear pitch_mode;

capture_armed = false;

ideal_capture = false;
End;

The ideal capturemodeis toggledby the ALT cap-
ture modebuttonin the sameway asthe armingof the
realmode,sol addthisto the specificatiorof the ALT
CAPTURERule.

Rule "ALT CAPTURE"
Begin
capture_armed = lcapture_armed;
ideal_capture = lideal_capture;
End;

The ideal capturemodeis unafectedby the near
event, sothatrule is left unchanged.If anarrived
event occurswhen the ideal capturemodeis armed,
thenthemodeis disarmed.Thisis specifiedby adding
athird If-Then clauseto the correspondingule as

follows.
Rule "arrived"
Begin

If pitch_mode = alt_ cap Then
pitch_mode := alt_hold;

Endif;

If capture_armed Then
pitch_mode := alt_hold;
capture_armed = false;

Endif;

If ideal_capture Then
ideal_capture = false;

Endif;

End;

We now needto relatetheideal capturemodeof the
mentalmodelto the modesof the actualsystem. The
actual systemis setto capturethe desiredaltitude if
eitherthe pitch modeis ALT CcAP or the capturemode
is ALT. In termsof the Mur¢ modelthis conditionis
givenby theexpression

(capture_armed | pitch_mode = alt_cap)

The modesof the actual systemand of the mental
modelareconsistentvith eachotherif this expression
istrue exactlywhenideal _capture isalsotrue
We canstatethis in a Mur¢ invariantasfollows.

Invariant ideal_capture =
(capture_armed | pitch_mode = alt_cap);

At this point, we have constructeagpecificationgor
the modetransitionsof the actual systemand of the
mentalmodelandstatedasaninvariant,the condition
for theseto be consistentvith eachother We cannow
proceedo examinewhetherary sequencef eventscan
violate the invariant by causingMur¢ to perform ex-
haustie exploration of all the reachablestatesof the
specification.Mur¢ doesthis by systematicallyfiring
therulesof thespecificatiorin differentordersuntil ei-
ther an error is found or all possiblecaseshave been
examined. In this example,we receie the errortrace
shavnin Figurel.

Error trace for the error:

Invariant "Invariant 0" failed.

Startstate Startstate 0 fired.
pitch_mode:vert_speed
capture_armed:false
ideal_capture:false

Rule ALT CAPTUREfired.
capture_armed:true
ideal_capture:true

Rule near fired.
pitch_mode:alt_cap
capture_armed:false

Rule VSPD fired.

The last state of the trace (in full) is:
pitch_mode:vert_speed
capture_armed:false
ideal_capture:true

End of the error trace.

Figurel: FirstError Trace

This is exactly the scenariathat manifestedhe au-
tomationsurprisedescribedn theprevioussection:the
pilot engageghe ALT capturemode, the aircraft ap-
proacheshedesiredaltitudeandautomaticallydisarms
thecapturenodeandengagesheALT CAP pitchmode,
andthenthe pilot engages/ERT SPD pitch mode. At
this pointtheideal capturemodeis still armed but that
of theactualsystemis not. Mur¢ foundthis scenarian
0.24secondgon a 400 MHz Pentiumll with 256 MB
of memoryrunningLinux).

Levesonand Palmer also detectedhe potentialfor
this surpriseusingtheir method[15] (I discusghe dif-
ferencedetweertheir methodandminein thefollow-
ing section),andsuggestedhatit could be eliminated
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by makingtwo changeso theactualsystem.(My spec-
ificationis organizedifferentlyto theirs,sothefollow-
ing translateghe intentof their changesnto theterms
of my specification.)

e Causethe arrived  eventto engageALT HLD
pitch modewhenthe ALT capturemodeis armed
(asopposedo whenthe pitch modeis ALT CAP),
and

e Causedisarmingof ALT capturemodeto occur
when the pitch mode becomesaLT HLD rather
thanALT CAP.

Theintuition is thatthe ALT cAP pitch modeshouldbe
regardedasengagingparticularcontrollaw thatdeter
mineshow the aircraft flies the capturetrajectory but
the ALT capturemodestaysin effect until the desired
altitudeis achieved.

The first of the changesabore is accomplishedn
our specificatiorby deletingthefirst If-Then  clause
in the arrived  rule, so thatit becomeghe follow-
ing (I usea strikeoutlike this— to indicatetext thatis
removed).

Rule "arrived"
Begin
: — = —
P EIE_ oae - E“_;EIE; ;
If capture_armed Then
pitch_mode := alt hold;
capture_armed = false;
Endif;
If ideal capture Then
ideal_capture = false;
Endif;
End,;

The secondchangerequirescapture  _armed =
false toberemovedfromall rulesthatcontaintheas-
signmentpitch _mode = alt _cap andaddedto
all rulesthatcontaintheassignmenpitch _mode :=
alt _hold . Thearrived ruleasmodifiedabore al-
readysatisfieghis condition,but the HLDrule mustbe
changedsfollows.

Rule "HLD"

Begin

pitch_mode := alt hold;
capture_armed = false;
End;

Andthenear rule mustbechangedo thefollowing.

Rule "near"

Begin

If capture_armed Then
pitch_mode := alt_cap;
Endif;

End;

If we causeMur¢ to perform stateexplorationon
this modified specificationwe obtain the error trace
shavnin Figure2, which highlightsa potentialsurprise
introducedby the changegust madeto the specifica-
tion: if the pilot engagessLT HLD pitch modewhile
ALT capturemodeis armed,the modified actualsys-
tem will disarmthe capturemode, while it remains
armedin the mentalmodel(andremainedsoin theac-
tual systemprior to the change). Inspectionof Leve-

Error trace for the error:
Invariant "Invariant 0" failed.
Startstate Startstate 0 fired.

pitch_mode:vert_speed
capture_armed:false
ideal_capture:false

Rule ALT CAPTUREfired.
capture_armed:true
ideal_capture:true
Rule HLD fired.
The last state
pitch_mode:alt_hold
capture_armed:false
ideal_capture:true

of the trace (in full) is:

End of the error trace.

Figure2: SeconcError Trace

sonandPalmers specificatiorindicatesthatthis issue
is presentin their specificatioralso,andis not just an
artifact of my encoding. Severaliinterpretationseem
plausibleandreasonabléor theintendedoehaior (and
| have no ideawhat happensdn this circumstanceon
areal aircraft), sowe could modify eitherthe descrip-
tion of the actualsystem,or that of the mentalmodel,
or both. | chooseto supposehatALT HLD pitch mode
causeghe aircraftto hold the currentaltitude,but that
it shouldmaskratherthandisarmALT capturemode—
which will becomeactive againif the pitch modeis
changedo1Aasor VERT sPD. Thisis consistenwith the
currentmentalmodel, andthe prior systemmodel,so
the descriptionof the actualsystemshouldbe changed
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by undoingthe changgust madeto the HLDrule (the
other changesemainin place). This revision to the
specificatiorproducegyetanotherrrortrace,shavnin
Figure3.

Error trace for the error:
Invariant "Invariant 0" failed.
Startstate Startstate 0 fired.

pitch_mode:vert_speed
capture_armed:false
ideal_capture:false

Rule ALT CAPTUREfired.
capture_armed:true
ideal_capture:true

Rule near fired.
pitch_mode:alt_cap

Rule ALT CAPTUREfired.
The last state of the trace (in full) is:
pitch_mode:alt_cap
capture_armed:false
ideal_capture:false

End of the error trace.

Figure3: Third Error Trace

This highlights one more potential surprisein our
specificationif thepilot pressesheALT buttonto arm
the ALT capturemodeandlater, but beforethe desired
altitudehasbeenachieved, pressedt again,the mental

modelindicateghatthecapturemodewill bedisarmed.

Thiswill betrueof theactualsystemif thesecondout-

ton pressoccursbeforetheaircraftis nearenougho the
desiredhltitudeto engageheALT cAP pitchmode.But
if the secondbutton pressoccursafter ALT CAP mode
hasbeenengagedthenthe actualsystemdoesindeed
disarmthe ALT capturemode,but theaircraftwill still

bein the ALT cAP pitch mode,andhencestill flying a
capturetrajectory?

3Thissurprisds presentin adifferentform, in theoriginalspec-
ification aswell: if the ALT capturemodebuttonis pressedafter
ALT CAP pitch modehasbeenengagedthenthe original specifi-
cationwill armthe ALT capturemode(sinceit will have beendis-
armedwhenALT cAP pitchmodewasentered)but disarmtheideal
capturemode.

Levesonand Palmers specificationusesa “push-pull; rather
thanatogglearrangemenfor the ALT capturemodebutton,sothis
issuedoesnot arisein their specification.However, | suspecthat
somethindike it mustoccurbecauseheir button seemso hold a

Thebestresolutionto thisissueis notobvious,sofor
simplicity | simply adda guardto the ALT CAPTURE
rule that will causeALT button pressego be ignored
whenthepitch modeis ALT CAP.

Rule "ALT CAPTURE"pitch_mode != alt_cap ==>
Begin
capture_armed
ideal_capture
End;

Icapture_armed;
lideal_capture;

With this changewe finally bring the behaiors of
theactualsystemandthe mentalmodelinto alignment;
Mur¢ confirmsthis asshavn in Figure4.

Status:
No error found.

State Space Explored:

7 states, 41 rules fired in 0.23s.
Rules Information:

Fired 7 times - Rule "arrived"

Fired 7 times - Rule "near"

Fired 7 times - Rule "VSPD"

Fired 7 times - Rule "IAS"

Fired 7 times - Rule "HLD"

Fired 6 times - Rule "ALT CAPTURE"

Figure4: Mur¢ ReportsSuccess

Theoutputdisplaysof thesystemhave notbeencon-
sideredn thetreatmenpresentedofar. Thequality of
informationpresentedio theoperatoiis a critical factor
in reducingautomatiorsurprisesand modeconfusion,
and shouldcertainly be examinedin ary comprehen-
sive analysis As afinalillustration,| will indicatehow
this can be doneusingthe model checkingapproach:
the information displayedwill be specifiedas part of
the systemdescription,the way it usedby the opera-
tor will be partof mentalmodel,andthe interactionof
theseelementswill be examinedas part of the auto-
matedanalysis.

An operatodoesnothave accesso all thedataavail-
ableto the actualsystem,and hencemay not always
know whena circumstancarisesthatcallsfor amode
changeWell-designedautomatiorshouldkeepthe op-
eratorinformedof thesecircumstancethroughits out-
putdisplays—coversely abadlydesignedystenmay

state(i.e.,“pushedn” or “pulled out”) thatis notsynchronizedavith
theinternalsystemstate.
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malke it impossiblefor the operatorto accuratelypre-
dict the consequencesf certainactions. (Deganiand
Heymanndescribesucha situationin a currentautopi-
lot [7].) In addition, operatorshave limited memory
andattentionspanandshouldnotbe expectedo retain
theinternalstateof theirmentalmodelinfallibly. Good
outputdisplaysshouldprovide informationthatallows
operatorgo “reload” their mentalstate.

We canmodelan occasionallyforgetful operatorby
addinga“whoops”rule to our specificatiorasfollows.

Rule "whoops"
Begin

ideal_capture =
End;

lideal_capture;

This rule flips the value of ideal _capture andis
invoked nondeterministicallyo modelanoperatomho
not merely forgetsthe stateof his mentalmodel, but
“misremembersthewrongone. Obviously, Mur¢ de-
tectsnumerouserrors when this rule is addedto the
modelwithout furtheradjustments.

Let us suppose,howvever, that the actual system
turns on a light exactly when ALT capturemode is
armed. The pilot's methodof operationis changed
so that, beforeperformingary operation,shesetsthe
stateof the ideal capturemode of her mentalmodel
to be that indicated by the light. This is speci-
fied by addingthe assignmenideal _capture :=
capture _armed to the beginning of the rules that
representpilot actions—namelylAS, VSPDQ HLD
and ALT CAPTURE Mur¢ will againfind that the
Invariant fails in numerouscircumstancege.g.,
following thewhoops rule). However, theonly timeit
is reallyimportantfor the actualsystemandthe mental
modelto bein agreemenis following ary actionby the
pilot (sothatthe pilot canaccuratelypredictthe con-
sequencesf heractions). This canbe accomplished
by replacingthelnvariant  (whichis evaluatedafter
everyrule) by Assert statementin the bodiesof the
four “pilot action”rules,asshavnin Figure5.

Mur¢ reportsnoerrorsin thismodifiedspecification.
(It is nothardto seeby inspectiorthatthis mustbeso.)
Additional experimentationwill reveal that the guard
onthe ALT CAPTUREule is still required,andthat
theonly timeideal _capture doesdepartfrom the
actualsystemstateis in thenear eventwhenthis fol-
lows a whoops. We regardthis asunimportant,be-
causeit doesnot leadto a surprisein ary actionper

“Becaus¢helight displaysexactly thevalueof thestatevariable
capture _armed,wedonotneedo introduceanew statevariable
or functionto representt.

Rule "IAS"
Begin

ideal_capture =
pitch_mode := IAS;
Assert ideal_capture =

(capture_armed | pitch_mode = alt_cap);
End;

capture_armed;

Rule "VSPD"

Begin
ideal_capture =
pitch_mode =
Assert

capture_armed;
vert_speed;
ideal_capture =

(capture_armed | pitch_mode = alt_cap);
End;
Rule "HLD"
Begin
ideal_capture = capture_armed;
pitch_mode := alt hold;
Assert ideal_capture =
(capture_armed | pitch_mode = alt_cap);
End;
Rule "ALT CAPTURE" pitch_mode != alt cap ==>
Begin

ideal_capture
capture_armed
ideal_capture := lideal_capture;

Assert ideal_capture =

(capture_armed | pitch_mode = alt_cap);
End;

capture_armed;
Icapture_armed;

Figure5: The“Pilot Action” RulesModifiedto Usethe
DisplayLight

formedby the pilot. Combiningthis analysiswith ear

lier ones,we concludethatthe currentdesigndoesnot
harborsurprisesfor a forgetful operatorwho follows

the displaylight, nor for a nonfogetful one (indepen-
dentlyof thelight).

Asnotedearliet in additionto globalinvariant s,
Mur¢ alsoallows assert  statement#n the bodiesof
its rules; theseprovide a way of checkingadditional
propertiessuchasthosethatshouldholdonmodetran-
sitions (asopposedo whenthe systemis in a mode).
For example,we canaddanassert statemento the
rule arrived  to checkthatthe pitch modeis indeed
ALT HLD wheneertheideal capturemodeis disarmed
asaresultof thearrived event.
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Rule "arrived"
Begin

If capture_armed Then
pitch_mode := alt_hold;
capture_armed = false;

Endif;

If ideal_capture Then
ideal_capture = false;
Assert pitch_mode = alt_hold;

Endif;

End,;

This checkis satisfied(provided thereareno whoops
events) in the final specification presentedabore,
but detects issues (that were also found by the
Invariant ) in earlierspecifications.

A notable property of all the analysesperformed
hereis their simplicity andefficieng/. Oncetheinitial
investmenthasbeenmadeto formalizethe actualsys-
tem behaior (andthis might alreadyhave beendone
for otherrequirementanalysispurposes)makingad-
justmentsto the systemor mentalmodel, performing
stateexploration,andexaminingtheresultsis thework
of minutes(noneof the analysesdescribedheretook
morethan 0.25 secondgo run). Of course the spec-
ifications usedhere have almosttrivially small state
spaceqfrom 7 to 14 statesdependingon the specifi-
cation)andrequirevery few rulesto befired (from 14
to 96). However, the evidencefrom otherfields of ap-
plicationis that stateexplorationand model checking
techniquescalequitewell: it is routineto examinetens
of millions of stateswith explicit enumerationandof-
tenvastlymoreusingsymbolicmethods.

4 DISCUSSION

Thereis much excellentwork in the fields of sys-
tem design,aviation psychology egonomicsand hu-
man factorsthat seeksto understancand reducethe
sourcesof operatorerror in automatedsystems. The
work describedhereis intendedto complementhese
existing studiesby providing a practical, mechanized
meando examinesystemdesigndor featureghatmay
be error prone. Humanfactorsand other studiespro-
vide anideaof whatto look for, andthework described
hereprovidesa methodto look for it. Themethoduses
existing toolsfor modelcheckingandstateexploration
thathave,in otherkindsof applicationsscaledsuccess-
fully to quitelarge systems.

Model checkingis a memberof the classof tech-
niquesknown as “formal methods, andthereis also
prior work, principally by Levesonandher colleagues,
in applyingformal methodgo the problemsof automa-

tion surpriseg16]. Levesons work usesan evolving
list of designfeatures(currently there are about 15
itemsonthelist) thatareproneto causeoperatormode
awarenesgrrors. Thesefeaturesprovide criteria that
can be appliedto a formal systemdescriptionin or-
der to root out designelementsthat would repayad-
ditional considerationLevesonandPalmer[15] apply
thisapproacho thekill-the-capturesurpriseconsidered
here. Oneof the errorpronedesignfeaturesdentified
by Levesonis useof “indirect” modetransitionswvhich
occurwithout explicit operatorinput. SheandPalmer
constructa formal specificatiorof the relevant partsof
theMD-88 autopilotandexamineit (by hand)to detect
suchtransitions.Thisapproactsuccessfullyeadsthem
to discover the indirect pitch modetransitionto ALT
CAP, andthe confusinginteractionbetweenthe pitch
andcapturemodes.

Automationis not a replacementor careful man-
ual review of perspicuouscarefully structuredformal
specificationsbut it is a valuableadjunctwhosevalue
becomesgreateras the specificationsget larger and
their analysiscorrespondinglymore difficult. The ex-
ample consideredhere is almosttrivially small, yet
its automatedhnalysisraisedan issuethatwasnot re-
portedin LevesonandPalmers manualexamination—
namely thatthe repairedspecificatiorcauseselection
of the ALT HLD pitch modeto disarmthe ALT cap-
ture mode. To be fair, Levesonand Palmer explic-
itly notethattheirrepairto thekill-the-capturesurprise
“may violate other goalsor desiredbehaiors of the
autoflightsystem—theadesignersvould have to deter
mine this whendecidingwhat solutionto use. In ad-
dition, a more sophisticatedolutionmay be required,
e.g., a hysteresifactor may needto be addedto the
modetransitionlogic to avoid too rapid‘ping-ponging’
transitionsbetweerpitchmodes. Nonethelesghefact
remainsthatthe approactusedherefoundthe original
kill-the-capturesurprise found this issuewith the re-
pairedspecification and found anotherissue(namely
that pressingthe ALT capturemode button after the
pitch modehaschangedo ALT cAP doesnot disarm
the altitude capture)—allwith essentiallyno effort. It
also allowed rapid and inexpensie exploration of an
occasionallyforgetful operatorand of the efficacy of
displaysin mitigating this problem. The ability to
use formal analysisin this mannerfor active design
explorationis an underappreciatedttribute of formal
methods—andnethatdependsritically on efficiently
mechanizednethodof analysis.
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Many authorshave obsered that model checking
andotherforms of automatedormal analysiscanuse-
fully beappliedto requirementspecificationsindeed,
Levesonand Palmer proposethat “the pilot’s mental
modelincludesa causeandeffectrelationshipbetween
armingthe altitude captureandeventually . . acquiring
that altitude and holding it” and this phraseologyal-
mostimmediatelyinvitesformulationin temporalogic
(suchlogics provide an eventuallymodality), which is
the classicalapplicationof model checking. A little
thoughtand experimentation however, revealsthat it
is generallydifficult orimpossibleto formulatea men-
tal model, or the expectationst engenderswithin the
limited expressiity of atemporallogic. In the exam-
plejustquoted,t would be necessaryo addthe caveat
“provided the pilot doesnot explicitly disarmaltitude
capture”andthis is not easilystatedin temporallogic.
Furthermorethe suggestedormulationrelatesa mode
controlissue(“arming the altitude capture”)to an ex-
ternalevent (“acquiringthataltitude”). In orderto ex-
aminethis relationship,our formal modelwould need
to includesometreatmen{e.g.,qualitative physics)for
the notion of an aircraft“climbing” andits relationto
“altitude” thatwould addgreatlyto its compleity.

The novelty andutility in the approactusedhereis
thatit movesspecificatiorof the desiredoehaior from
the property/assertiotanguageof the model checler
into its systemspecificationanguage.Thatis to say
the desiredpropertyis conceved as a mental model
thatis specifiedasa statemachinerunningin parallel
with the statemachinethatspecifieghe actualsystem.
This seemgonsistentvith representationslreadyem-
ployedin the humanfactorscommunity[13], andpro-
videsthe expressienesmeededo accommodat@os-
sibilities suchasthe pilot explicitly disarmingaltitude
capture while allowing the correctnesgriterionto be
statedn termsof (idealized)ymodegatherthanexternal
physicalrealities (suchas reachinga desiredheight).
The property/assertiofanguageof the modelchecler
or stateexplorationsystemis usedsimply to state(as
an invariant) the desiredcorrespondencbetweenac-
tualandidealizedmodes.

In more technicalterms, we are really checkinga
simulationor conformanceelation betweentwo sys-
temdescriptiongthe mentalmodelandthe actualsys-
tem). This is a basiccapability of “model checlers”
for processalgebras,such as the FDR tool for CSP
[19], but mustbeachieved someavhatindirectlyin tools
basedon statetransitionrelationssuchasMur¢. The
approachusedhere works in simple cases;in more

complicatedcases,jt may be necessaryo use superf

positionandan explicit abstraction(or, dually, refine-
ment) relationto connectthe two systemdescriptions
(see[20] for atutorial explanation).

Otherwaysto applyformal methodgo examination
of humanfactorsissuesareexemplifiedin the work of
SageandJohnson21] andof Butler etal [3]. These
specifythe behaior of theactualautomatiorasa state
machindn muchthesameway ashere but specifyuser
expectationsaslogical formulas. Theseare examined
by modelcheckingn thecaseof SageandJohnsorand
by theoremproving in the caseof Butler et al. The
disadwantageto theseapproachess that they support
only a simplemodelof the user;the conceptof mental
modelarosdn psychologyandin artificial intelligence
[11]) preciselybecausaleductve ruleswere found to
beinadequatenodelsof humancognition.

The expressienessprovided by the mentalmodels
approaclopensanumberof interestingpossibilitiesfor
modelingandanalysisn additionto thosealreadyillus-
trated.

e We canexaminethe consequencesf a faulty op-
erator:simply endav the operatormodelwith se-
lectedfaulty behaiors and obsere their conse-
guences. The effectivenessof remediessuchas
lockinsandlockouts,or improveddisplayscanbe
evaluatedsimilarly.

e We canexaminethe load placedon an operator:
if the simplestmentalmodelthat canadequately
track the actual systemrequiresmary states,or
a moderatelycomplicateddatastructuresuchas
a stack, then we may considerthe systemtoo
comple for reliable humanoperation. We can
use the samemethodto evaluateary improve-
ment achieved by additionalor modified output
displays,or by redesigninghe systembehaior.
This could provide a formal way to evaluatethe
methodgproposedy Vakil andHansmarfor mit-
igatingthecompleity of interfaceg24].

e We canexaminethe accurag of an operatorin-
structionmanualby formulatingit asa transition
systemand comparingit to a similar formulation
of its actualsystem—justas we formulatedand
compareda mentalmodelwith its actualsystem
in theexample.

e JavauxandPolson[13] suggesthat mentalmod-
els have a predictablestructurethatis dueto un-
conscioussimplificationsthat elide partsthat are
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rarely emplo/ed. We could take the model sug-
gestedby training material, apply the simplify-
ing processe®f Javaux and Polson,and check
whether the resulting model (which may be a
fairly good approximationto the mentalmodels
of realoperatorsjs anadequateepresentatioof
therealsystem.

e We could take a mentalmodelfrom one system
(e.g.,anA320)andcheckit against differentac-
tual system(e.g.,an A340). Discrepanciesould
highlight areaghat shouldbe given specialatten-
tionin trainingprogramgo corvertoperatorgrom
onesystemto theother

e We could extend the approachto multi-operator
systems:for example,the air traffic control sys-
tem, wherethe controller and the pilot may act
accordingto differentmentalmodelsof the same
situation.

A limitation to all theseanalysesandto our whole
approachis thatwearemodelingonly asmallfragment
of thecognitive processeswolvedin human-computer
interaction. Our approachis silent, for example, on
problemsthat might be dueto an operators difficulty
in recallingtheright mentalmodel,or to excessie de-
mandnanoperators attention. Thereis veryinterest-
ing work by BowmanandFaconti[2] andby Duke and
Duce[9] that appliesformal methodsto deepemaod-
elsof cognitionandthis allows themto detectdifferent
kindsof issueghantheautomatiorsurpriseslescribed
here.l considerall theseapproachet be complemen-
tary andrepresentate of a very promisinggeneraldi-
rection: the detectionof potentialhumanfactorsprob-
lems by explicitly comparingthe designof a system
againsta modelof someaspecbf humancognitionus-
ing mechanizedormal methods. Models of different
aspectof cognitionarelikely to reveal differentkinds
of problems. The approachdescribedchereusessim-
ple mentalmodelsto find designflaws thatleadto au-
tomationsurprisesandit seemsvery effective for that
purpose.

In the future, | hopethatthis approachwill be de-
velopedand documentedurther and extendedin the
directionslistedabore. | alsolook forwardto evaluat-
ing it onamorerealisticexample.
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